
Two-sided Search in International Markets

J. Eatona,b, D. Jinkinsc, J. Tybouta,b, D.Y. Xud,b∗

aPenn State, bNBER, cCopenhagen Business School, dDuke

(first draft: October 2016)

May 2025

Abstract

We develop a dynamic model of international business-to-business transactions fea-
turing two-sided endogenous search, bargaining, and matching. Estimating the model
to match key cross-sectional and dynamic patterns in U.S. apparel import data, we find
a relative abundance of potential suppliers, and a decline in search costs as firms accu-
mulate more business connections. These forces shape the division of profits between
suppliers and buyers and drive their distinct life cycles in international markets. We
quantitatively investigate the IT revolution, the 2005 phaseout of the Agreement on
Textiles and Clothing, and Trump’s 2018 tariffs on Chinese apparel. Increasing the ac-
cess of foreign exporters to the U.S. market can congest matching, dampening or even
reversing the gains consumers enjoy from access to extra varieties. On the other hand,
lower search costs can significantly improve consumer welfare, intensifying competition
among both retailers and their upstream suppliers.
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1 Overview

To break into a foreign market, either as an exporter or as an importer, a firm must find foreign

business partners. Since most international partnerships are short-lived, a trading firm must

continually seek new connections to maintain or expand its presence in a foreign market. The

resulting patterns of international supplier-buyer connections are fluid, and largely determine

the dynamics of firm-level trade flows.

To study these patterns we build a model of two-sided search and matching which we use

to quantify search costs and their implications for trade dynamics and welfare. We apply the

model to imports of consumer goods, incorporating three types of agents: foreign suppliers,

domestic buyers (retailers), and domestic consumers. Heterogeneous suppliers and buyers

search for each other, taking stock of their current situation and the aggregate search behavior

of other agents. The matches that result determine which goods each buyer carries. Consumers

then choose where to shop, purchasing the individual goods that buyers offer. When a supplier

and a buyer form a new business relationship, forward-looking Nash bargaining between them

determines the wholesale price. Overall, the model connects the dynamic formation of trade

relationships to evolving buyer varieties, prices, and consumer welfare.

1.1 Main messages

Fit to customs records on U.S. apparel imports, our model allows us to evaluate the impacts

of market shocks on network structure, trade, and welfare. First, we explore the effects of

changing the number and mix of foreign apparel suppliers with access to the U.S. market.

This experiment is calibrated to approximate the nearly simultaneous phaseout of Chinese

export controls and the Agreement on Textiles and Clothing (ATC) in 2005. We find that

greater access of low-quality Chinese suppliers reduced overall U.S. welfare by generating

congestion in the wholesale market, thereby inducing higher-quality suppliers to reduce their

search efforts. The resulting reduction in apparel quality at the typical retailer (buyer) more

than offset the standard love-of-variety benefit from adding products. Consumers were also

hurt by the exit of some smaller buyers, which narrowed their shopping choices and shifted

retail market shares toward “big box” stores.

In a second experiment, we simulate a decrease in search costs on both sides of the wholesale

market. This exercise is meant to approximate advances in information and communication
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technology (ICT), and is calibrated to match the growth in buyer-supplier connections we

observe over the period 1998− 2004. Here we find that a reduction in search costs increased

consumer welfare significantly, but at the expense of the profits of both individual buyers and

suppliers. The simple reason is that increases in search efficiency inspired entry on both sides

of the market, spreading consumer spending more thinly across active firms.

Finally, in our third experiment, we simulate the short-run impact and longer-term effects

of Trump’s 2018 (Section 301) tariffs on Chinese apparel. We find that initially consumer

welfare fell several percentage points because the tariffs were passed through to consumers.

But as low-quality Chinese exporters lost market share, exporters of higher-quality apparel

in other countries stepped up their search efforts, nearly restoring welfare by improving the

quality mix of U.S. retailers’ offerings. This offsetting effect was particularly important in the

first year. Thereafter, some low-quality varieties left the U.S. market, dampening its impact.

Besides providing a laboratory for quantitative analysis, our model backs out the unob-

served distribution of match rents between buyers and suppliers, and the search efforts these

rents inspire. In our baseline estimation we find that buyers and suppliers spend comparable

amount on search in the aggregate. But since there are far more active suppliers than active

buyers, buyers spend less on search per match. As a whole, buyers obtain larger shares from

the joint retail surplus despite incurring lower search costs.

Our model also delivers a new perspective on firm dynamics. Fundamentally, firms’ life

cycles reflect the acquisition and dissolution of business partnerships, which in turn reflect

a combination of random shocks, search costs, and competition. As buyers and suppliers

accumulate more connections, they develop market visibility, making it easier for them to find

new business partners. But the cost of replacing expiring relationships, which is convex in the

number of replacements, puts an eventual brake on their accumulation of partners.

1.2 Relation to the literature

Our paper relates to a wide variety of earlier contributions. First, it connects to papers

on firm-level export dynamics that feature customer accumulation processes (Albornoz et

al., 2012; Drozd and Nosal, 2012; Eaton et al., forthcominga; Chaney, 2014; Carballo et al.,

2018; Piveteau, 2021; Rodrigue and Tan, 2019; Fitzgerald et al., 2024).1 We extend this

1See Alessandria et al. (2021) for a recent review of the literature on firm-level export dynamics. Relevant
contributions focusing on the accumulation of customers in a domestic context include Foster et al. (2016),
Gourio and Rudanko (2014), and Boehm et al. (2024).
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strand of the literature by studying customer accumulation at the supplier-buyer match level

rather than the supplier-country level.2 In doing so, we characterize many-to-many matching

patterns between heterogeneous agents in a dynamic equilibrium, and we model the associated

bargaining outcomes between each buyer-supplier pair.

Because our model predicts firms’ dynamic matching patterns, it also connects to the

literature that links firms’ life-cycles to the “fat” tails that typically characterize firm-size

distributions. Some studies have generated these tails through stochastic shocks to firm pro-

ductivity or demand (Luttmer, 2007, 2011; Arkolakis, 2016; Gumpert et al., 2020; Boehm et

al., 2024). Instead, as in Eaton et al. (forthcominga), we generate these tails by incorporating

“visibility effects” in our search cost function, thereby allowing firms with a large market

presence to find new business partners with relative ease. This approach explains well both

the size distribution of firms and the matrix of transition probabilities across sizes measured

in number of business partners.

A third relevant literature focuses on transnational firm-to-firm trading patterns and the

question of who matches with whom (Rauch, 2001; Rauch and Trindade, 2002; Bernard et al.,

2018, 2022; Benguria, 2021; Monarch, 2022; Sugita et al., 2023; Eaton et al., forthcomingb).3

Our model assumes that matching is random, so we rule out assortative matching ex ante.

However, we do allow the mix of active market participants to respond endogenously on both

sides of the market. Thus we treat the realized mixes of business partners for importers and

exporters as equilibrium objects.

Finally, since our firms deal in clothing, our paper relates to a substantial literature on

global apparel markets. In addition to the descriptive studies summarized in Section 2.3

below, several papers are particularly relevant. Cahal et al. (2023) analyze the sourcing

strategies apparel importers pursue, distinguishing those that rely on spot markets for each

order from those that pursue longer term relationships. Khandelwal et al. (2013) analyze

the effects of China’s export licensing regime under the ACT, finding that the ATC phaseout

helped relatively productive firms that had been previously constrained. And Bai et al. (2017)

analyze the effects of China’s pre-2005 restrictions on direct exporting by small firms, finding

that the phasing out of these restrictions improved small exporters’ productivity. We also

2Eaton et al. (forthcominga) also use match level data to study export dynamics. However, theirs is a
single agent model that does not involve bargaining.

3Also see Antras and Chor (2021) for a survey of the large recent literature on value chains and firm-to-firm
production networks.
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analyze apparel importers’ strategies, the effects of the ACT phase-out, and the removal of

Chinese export restrictions. However, in order to do so in the context of our dynamic structural

model, we rule out relational contracts, and we do not allow policy shocks to affect the mix

of potential exporters within China.

2 Data and Stylized Facts

While nothing in our framework restricts its application to international trade more broadly,

we study the network of U.S. apparel importers and their foreign suppliers for several reasons.

First, since most importers are either wholesale or retail firms, we can keep the import side

of the market relatively simple. In particular, the revenue function of such firms is nearly

separable across categories of consumer goods, so that we can approximate their payoffs with

a simple functional form. Second, we can observe cross-border transactions in customs records,

while data on domestic firm-to-firm transactions are difficult to come by for the United States.

Accordingly, we choose an industry in which domestic supply plays a relatively minor role.

Finally, the U.S. apparel market has changed dramatically over the past 30 years, with major

new sources of merchandise having emerged abroad and with the phaseout of quantitative

restrictions on imports. These developments have changed the network structure of the market

in ways that we can compare with our model’s predictions.

Before describing the details of our model, we review some aggregate patterns in U.S.

apparel trade over the last several decades and some micro features of the associated buyer-

supplier network. Some of these network features have been documented for other markets

in the emerging literature on firm-to-firm trade, which includes studies on the United States

and Colombia (Eaton et al., 2008, forthcominga; Bernard et al., 2018), Chile (Blum et al.,

2010), Mexico (Sugita et al., 2023), Norway (Bernard et al., 2018), and Ireland (Fitzgerald et

al., 2024).4 Other dynamic network features have received less attention, particularly those

concerning match count transitions.

2.1 Data Sources

Our quantitative analysis is based largely on customs records from the U.S. Census Bureau.

These data describe all merchandise shipments into the United States during the period 1996

4Bernard and Moxnes (2018) review many of the stylized facts in the firm-to-firm trade literature.
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to 2011.5 Among other variables, each record includes a ten-digit Harmonized Schedule (HS)

product code, shipment value, shipment quantity, date of transaction, and the domestic firm’s

identification code (i.e., its employer identification number or EIN). Critically for our study,

each record also includes a string identifier based on the name and address of the foreign firm

that is party to the transaction. This identifier allows us to track buyer-supplier pairs through

time.

The name and address of a given exporter may be recorded differently for different ship-

ments, and this noise in our identifier can lead to overstatement in the number of exporters and

business relationships, as well as in the rates of relationship turnover (Kamal and Monarch,

2017; Krizan et al., 2020). However, as Kamal and Monarch (2017) note, suppliers are rela-

tively likely to be accurately identified for textile and apparel products.6

2.2 Aggregate trends in apparel trade

Figure 1 shows that, after 2000, imports rapidly displaced domestic production as the primary

source of apparel for U.S. consumers. The import penetration rate rises from approximately

30 percent in 1992 to around 80 percent in 2007.7 These trends reflect the emergence of China

and other developing economies as exporters and the phasing out of the ATC in 2005.

As imports have come to dominate the domestic market, the number of firms exporting

to the United States has steadily grown. Figure 2 shows the number of foreign suppliers

making shipments to the U.S. Breaking suppliers down by country, Figures 3 and 4 show

that China dominates this growth. India, Pakistan, Bangladesh, and Vietnam gained market

share after 2005 as well, while other countries held stable or lost ground. These figures also

imply that China and India shipped substantially less per exporter to the U.S. than other

countries—a fact we will return to later. Overall, these patterns suggest that the number

and mix of exporters serving the U.S. apparel market were heavily impacted by trade policy

5We end our sample period in 2011 because this was the most recent year for which data were available
at the shipment level from the U.S. Census Bureau when we began our paper.

6Kamal and Monarch (2017) state: “it is clear from U.S. regulations that the [foreign manufacturer ID
(MID)] is used to track compliance with U.S. restrictions for textile shipments. MID criteria for textiles are
the most stringent, since non-textile products typically do not have the rule-of-origin restrictions that exist
for textile and apparel products.”

7Domestic consumption is the gross value of domestic apparel production plus apparel imports, less apparel
exports. The value of domestic production is downloaded from the Bureau of Economic Analysis. Trade
aggregates are from the WTO. The dip in both consumption and imports around 2009 reflects the financial
crisis.
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Figure 1: U.S. apparel consumption/imports
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Figure 2: Number of suppliers, 1996-2011
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Figure 3: Number of suppliers by country,
1996-2011
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Figure 4: Value of imports by country,
1996-2011

reforms and external shocks. Our model is designed to shed light on the quantitative and

welfare implications of these developments.

2.3 Firm-level features of the apparel market

To motivate the key components of our structural model, we now turn to the firm-level activ-

ities underlying these aggregates.
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Figure 5: Industry structure

2.3.1 Types of players

We can roughly divide the players in the market into four categories, depicted in Figure

5: manufacturers, sourcing firms (match-makers), wholesalers (including branded importers),

and general merchandise retailers.8 At one end of the chain are manufacturers who produce

the apparel. At the other end are the consumers who ultimately wear it. In between are

intermediaries in several different categories. Manufacturers sell their output either to general

merchandise retailers or to wholesalers. General merchandise retailers include big box stores

such as Walmart and Target, as well as department stores such as Macy’s and Nordstrom’s.

Firms in this group sell directly to consumers. Among wholesalers we include small-scale

designers as well as large apparel firms such as Ralph Lauren, Gap, Land’s End, VF Corp,

and Hanes.9 Such firms may sell directly to consumers as well but also sell to retailers.

Complicating the picture further is that some connections between foreign manufacturers

and U.S. importers of either type are brokered by sourcing firms that provide retailer-supplier

match-making, design, and other services. Examples include the Gulati Group, Apparel

Sourcing Group, Inc., Li & Fung, and W. E. Connor.

The lines between the different types of agents are fuzzy, as it’s not unusual for a firm to

engage in more than one activity. For example, The Gulati Group also does some clothing

8Plunkett-Analytics (2015) and Gereffi and Memedovic (2003) provide related classifications.

9VF Corp owns JanSport, The North Face, Timberland, Lee, Wrangler, and Nautica.
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manufacturing, and Hanes owns some manufacturing facilities. Also, in addition to selling

their merchandise to department store chains and big box stores, some branded importers

such as Ralph Lauren and VF Corp engage directly in retail sales through their web sites or

brick-and-mortar stores.10

For our analysis we approximate this structure by partitioning the players in the market

into three mutually unaffiliated types: suppliers (manufacturers either direct or intermedi-

ated), buyers (both wholesale and retail importers), and consumers. We ignore wholesale and

retail firms that own their production facilities. We also gloss over the distinction between

sourcing using in-house staff versus using a sourcing firm. Accordingly, we treat suppliers’

sales to buyers that are intermediated by sourcing firms the same as suppliers’ sales that are

not intermediated, thereby ruling out a potential reason for double marginalization.

How much distance do these simplifications put between our model and the actual structure

of the market? First, while a few branded importers own some production facilities, the vast

majority do not (Plunkett-Analytics, 2015). The small fraction of apparel imports classified

as affiliated trade (Figure 6) reflects this lack of vertical integration. Moreover, arm’s-length

relationships constitute virtually all of the growth in matches. Second, it doesn’t appear that
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Figure 6: Number of buyers, related party versus arm’s length trade

apparel importers rely heavily on sourcing firms to match with foreign manufacturers. Small-

scale operations often get started by attending trade fairs such as “Apparel Sourcing USA” or

10Census classifies establishments according to their main activity, such as wholesaling or retailing. Customs
records report the importing firm. A firm may own multiple establishments in different categories.
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“Sourcing at Magic,” which bring them face to face with foreign manufacturers.11 McFarlan

et al. (2012) report that, in 2004, 9 of the 10 largest apparel retailers in the U.S. ran their own

sourcing offices.12 In a more recent report, the U.S. Fashion Industry Association surveyed

30 executives representing various segments of the apparel importing market (Lu, 2016).13

Among this group, 78 percent indicated that they “direct source from a selected supplier and

mill matrix using [their] own designs and selecting fabric from the mill resource.” In contrast,

only 41 percent indicated that they engaged a third party to source production.

Third, interviews with industry experts suggest that the branded importers set similar

retail prices for their products whether they market them directly or through general retail

outlets, consistent with the broader finding that 72 percent of on-line prices are identical to

the prices charged by brick-and-mortar stores for the same products (Cavallo, 2017). Hence

branded importers don’t seem to price discriminate across outlets. An interpretation is that

they simply outsource their brick-and-mortar sales operations while retaining control of pric-

ing.14

2.3.2 Network dynamics

To keep up with evolving fashions, retailers and branded importers source new products fre-

quently. Access to real-time scanner data on sales has accelerated this development. Retailers

have moved away from their practice of replenishing inventory each of the four seasons in favor

of high-frequency design innovation requiring small-batch just-in-time production (McFarlan

et al. (2012); Taplin (2014)).

11“Apparel Sourcing USA ... offers apparel brands, retailers, wholesalers and independent de-
sign firms a dedicated sourcing marketplace for finding the best international apparel manu-
facturers.” http://www.apparelsourcingshow.com/newyork/en/for-attendees/about-International-Apparel-
Sourcing-Show.html. “Sourcing at Magic” advertises on Facebook as “The largest fashion sourcing event
in North America offering one-stop shopping for the entire apparel, footwear and accessories supply chain.”
The event website http://10times.com/sourcing-at-magic provides a partial list of attendees, which includes
many representatives of apparel manufacturers located in South Asia.

12Kohl’s was an exception. More recently, some of these retailers have augmented their internal sourcing
efforts with the services of sourcing companies. For example, WalMart signed a 6-year deal with Li & Fung
in 2010 (McFarlan et al., 2012).

13Almost all of these executives represented large firms. Among them, 77 percent self-identified as retailers,
69 percent identified as branded importers, 69 percent identified as importer/wholesalers, and 27 percent
identified as manufacturer/suppliers. (Percentages do not sum to 100 because most firms engage in more than
one activity.)

14Online apparel sales accounted for roughly 87 percent of total apparel sales in the U.S. during 2014, up
from 38 percent in 2003 (statista.com, 2022).
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In some cases retailers procure new production runs via long-standing relationships with

manufacturers (Cahal et al., 2023), but most buyer-supplier partnerships are short-lived. Terry

(2008) reports that “apparel companies’ relationships with contract manufacturers in low-cost

countries have historically been transient. Deals sometimes last only a few months as brands

continuously pursue the lowest cost. On average, one-third to three-quarters of an apparel

company’s contractor portfolio turns over every year.” This frequency is consistent with the

annual match separation hazard of 0.81 we estimate from our data.15

Given the short duration of a typical match, there’s a lot of year to year fluctuation in

the number of foreign business partners that individual buyers and suppliers deal with. Table

1 and Table 2 report annual transition rates for suppliers’ buyer counts and buyers’ supplier

counts, respectively. Several patterns emerge. First, corroborating our descriptive narratives,

there is a substantial amount of churning of business relationships in our data. This is reflected

in the small diagonal terms of the transition matrix for both suppliers and buyers. Second,

the transition matrix also exhibits a more pronounced downward adjustment probability when

the number of relationships are relatively small. For instance in Table 1, when a supplier has

1 − 9 buyers, it is likely to have fewer relationships next year. Similar patterns hold for

suppliers per buyer transition in Table 2. In our model, these patterns naturally emerge from

the heterogeneous search efforts as well as congestion in the matching market. Finally, even

firms with many connections run some risk of dropping to zero. These events are primarily

due to their exit—a possibility we will incorporate into our model.

2.3.3 Degree distributions

Consistent with the tendency to lose business partners in Tables 1 and 2, it is unusual for a

firm to sustain large portfolios of foreign partners. Table 3 reports the frequency distributions

of suppliers per buyer and buyers per supplier. Note that the vast majority of the firms have

less than 10 partners in our data (86 percent of the buyers and 99 percent of the suppliers).16

Nonetheless, both degree distributions come close to obeying a power law, implying that a

small fraction of firms attain very large sizes.17

15We estimate this hazard by regressing the log of the fraction of matches surviving t years on t. The R2

for this regression is 0.98, implying that match longevity is well approximated by the Poisson distribution.

16The supplier’s degree distribution is limited to its U.S. partners, so this pattern is not surprising.

17This power-law feature appears in data from other countries, including Colombia (Eaton et al., 2008,
forthcominga; Bernard et al., 2018) and Norway (Bernard et al., 2018). In our sample both distributions
remain roughly Pareto over time, but the shape parameter for buyers per supplier rises from 1.99 in 2000 to
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Table 1: Year-to-year transition rates: buyers per supplier*

year t, year t+1 0 1 2 3 4 5 6 7 8 9 ≥10

1 0.65 0.27 0.05 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00
2 0.32 0.31 0.21 0.09 0.03 0.02 0.01 0.00 0.00 0.00 0.00
3 0.19 0.22 0.23 0.17 0.09 0.05 0.02 0.01 0.01 0.00 0.01
4 0.13 0.15 0.18 0.18 0.14 0.09 0.05 0.03 0.02 0.01 0.02
5 0.10 0.10 0.13 0.16 0.16 0.12 0.08 0.05 0.03 0.02 0.04
6 0.08 0.07 0.10 0.13 0.14 0.13 0.11 0.08 0.05 0.03 0.07
7 0.07 0.06 0.08 0.09 0.12 0.13 0.12 0.10 0.07 0.05 0.11
8 0.07 0.05 0.05 0.07 0.10 0.11 0.11 0.11 0.09 0.07 0.16
9 0.06 0.05 0.05 0.06 0.08 0.09 0.10 0.10 0.10 0.08 0.24
≥10 0.05 0.03 0.03 0.03 0.04 0.04 0.05 0.05 0.06 0.06 0.56

*Based on monthly U.S. customs records, 1996-2011. Figures are cross-year averages of annual transition rates
during the sample period. Buyer-supplier pairs are considered to be matched during the period between their
first observed shipment and their last observed shipment. Matches that generate shipments in the first sample
year (1996) are treated as active from the beginning of the sample and matches that generate shipments in
the last sample year (2011) are treated as active through the end of the sample. Buyer-supplier pairs that
generate a single shipment are not considered to have matched.

2.3.4 Sales heterogeneity

In addition to cross-firm heterogeneity in partner counts, we observe substantial sales hetero-

geneity. Column 2 of Table 4 reports average log imports per supplier among buyers with

a single supplier (row 1), two suppliers (row 2), and so on. All log imports per supplier are

relative to the average log imports of buyers with a single supplier. So, for example, buyers

with 2 suppliers spend about 13 percent more per supplier than buyers with a single supplier.

Given the supplier arrival patterns documented in Table 2, the association between purchases

per supplier and number of suppliers will help us to identify the distribution of buyer types.

The remaining columns in Table 4 report the average within-buyer share of the mth largest

supplier among buyers with n suppliers, m ∈ {1, 2, ..., n}. (For each row, columns 3-12 sum to

one.) Apparel importers typically have a dominant supplier whose share in total imports drops

only modestly as the number of suppliers increases. These dominant supplier within-buyer

revenue shares, and the market shares of the less important suppliers, will help us identify the

distribution of supplier types, as we discuss in section 4.2 below.

2.84 in 2011, reflecting an increase in the number of suppliers per buyer.

11



Table 2: Year-to-year transition rates: suppliers per buyer*

year t, year t+1 0 1 2 3 4 5 6 7 8 9 ≥10

1 0.58 0.26 0.09 0.04 0.02 0.01 0.01 0.00 0.00 0.00 0.01
2 0.34 0.24 0.19 0.10 0.05 0.03 0.02 0.01 0.01 0.00 0.02
3 0.25 0.16 0.18 0.14 0.09 0.06 0.03 0.02 0.02 0.01 0.03
4 0.21 0.11 0.14 0.14 0.13 0.08 0.06 0.04 0.03 0.02 0.06
5 0.19 0.07 0.10 0.12 0.12 0.11 0.07 0.06 0.04 0.03 0.09
6 0.17 0.06 0.08 0.09 0.11 0.11 0.09 0.07 0.05 0.04 0.13
7 0.16 0.05 0.05 0.07 0.09 0.10 0.09 0.09 0.06 0.06 0.19
8 0.15 0.04 0.05 0.06 0.07 0.08 0.08 0.08 0.07 0.06 0.25
9 0.15 0.03 0.03 0.04 0.06 0.07 0.08 0.08 0.07 0.07 0.32
≥10 0.12 0.01 0.01 0.01 0.02 0.02 0.02 0.02 0.03 0.03 0.71

*Based on monthly U.S. customs records, 1996-2011. Figures are cross-year averages of annual transition rates
during the sample period. Buyer-supplier pairs are considered to be matched during the period between their
first observed shipment and their last observed shipment. Matches that generate shipments in the first sample
year (1996) are treated as active from the beginning of the sample and matches that generate shipments in
the last sample year (2011) are treated as active through the end of the sample. Buyer-supplier pairs that
generate a single shipment are not considered to have matched.

2.3.5 Search costs

The frequent dissolution of buyer-supplier partnerships suggests that the cost of maintaining

a network of business connections is high, regardless of whether a firm uses its own sourcing

agents, a third-party sourcing firm, or some combination.18 What form do these costs take?

On the buyers’ side, a case study of U.S. apparel import intermediaries quoted one respon-

dent on the importance of visiting manufacturers’ factories and learning their capabilities:

“[Go] into the factory and see what they’re making for other people, or what their lines do,

and then basically [give] them that type of products. . . . [T]o go to somebody who makes

cotton underpants, and give them synthetic with charms, it’s not the right thing to do because

they’re not gonna be the best at that” (Ha-Brookshire and Dyer, 2008). Buyers also wish to

avoid factories that fall short in terms of shop floor safety, child labor standards, and environ-

mental impact.19 Since each importer has its own standards regarding acceptable practice,

the industry norm is for each firm to perform an audit of each factory it deals with before

18WalMart’s sourcing budget was $10 billion circa 2011 (McFarlan et al., 2012),
while its gross income was $110 billion in 2012 (downloaded December 27, 2016 from
http://www.marketwatch.com/investing/stock/wmt/financials). Neither figure is specific to apparel.

19In a 2016 survey of U.S. apparel importers, “33 percent rated ‘unmet social and environmental compliance’
as having a high or very high impact on their supply chain, much higher than concerns for other supply chain
risks such as ‘labor disputes,’ ‘political unrest,’ and ‘lack of resources to manage supply chain risks.’ ” (Lu,
2016).
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Table 3: Firm distributions by partner counts, 2011

x Share of buyers with at most x suppliers Share of suppliers with at most x buyers
1 0.407 0.798
2 0.554 0.951
3 0.645 0.970
4 0.709 0.980
5 0.743 0.987
6 0.780 0.991
7 0.808 0.993
8 0.823 0.995
9 0.837 0.996
10 0.855 0.997

Table 4: Buyers’ imports per supplier and within-buyer supplier shares

No. mean log Supplier shares in buyer purchases, ordered by supplier size

suppliers imports 1st 2nd 3rd 4th 5th 6th 7th 8th 9th 10th

1 0.000 1.000 0 0 0 0 0 0 0 0 0

2 1.134 0.771 0.229 0 0 0 0 0 0 0 0

3 1.604 0.668 0.240 0.092 0 0 0 0 0 0 0

4 1.764 0.608 0.232 0.111 0.049 0 0 0 0 0 0

5 1.904 0.544 0.231 0.126 0.067 0032 0 0 0 0 0

6 2.054 0.540 0.218 0.115 0.070 0.039 0.019 0 0 0 0

7 2.214 0.502 0.214 0.123 0.074 0.045 0.027 0.019 0 0 0

8 2.094 0.460 0.212 0.125 0.080 0.054 0.035 0.023 0.011 0 0

9 2.364 0.451 0.201 0.121 0.083 0.055 0.038 0.026 0.017 0.017 0

10 2.324 0.420 0.197 0.125 0.084 0.060 0.042 0.029 0.021 0.013 0.007

*Based on monthly U.S. customs records from 2011. Figures in column 2 are average log imports per supplier
of buyers with n suppliers. They are expressed net of the mean log imports per supplier for buyers with a
single supplier. Figures in columns 3-12, the nth row give the average within-buyer share of the mth largest
supplier among buyers with n suppliers, m ∈ {1, 2, ..., n}.

placing any orders.20

We know less about search efforts on the manufacturers’ side. As mentioned above,

some manufacturers attend trade fairs. Interviews with manufacturers of plastics products

in Colombia suggest that the costs of finding foreign buyers can include maintenance of an

appealing website in English, web searches for firms abroad that buy one’s type of product,

maintenance of a marketing staff, and maintenance of sales offices in destination markets

(Dominguez et al., 2023).

In summary, US apparel imports have risen substantially, with steady increases in the

20This observation is based on a telephone interview with the president of the U.S. Fashion Industry
Association, December 14, 2016.
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numbers of suppliers and buyers. Concurrent changes in the trade policy environment such as

China’s entry into the WTO and the phaseout of the ATC affected the composition of suppliers

in this market. Underlying these aggregate changes are the fluid creation and destruction of

business relationships between heterogeneous importers and exporters. We now develop a

model of two-sided search that accounts for these data features in an equilibrium framework.

3 A model of buyer-supplier networks

We model the interactions between three types of agents: suppliers (exporting manufacturers),

buyers (importers/retailers), and consumers.21 Figure 7 provides a schematic overview. In

the retail market, a representative final consumer sources her flow purchases from an evolving

set of heterogeneous buyers, each of which offers its own evolving collection of goods. The

consumer values each buyer for the menu of products it currently sells and for the amenities

it offers—e.g., a convenient location, pleasant ambience, or attentive service. In the wholesale

market, heterogeneous suppliers export their products to discrete subsets of heterogeneous

buyers, providing each with a variety that is custom-tailored to the buyer’s specifications.

Figure 7: Model diagram

21In the previous section, we documented that there are several types of importers in the apparel sector. We
abstract from importer type in order to simplify our model, but allow for heterogeneity in retailer amenities.
Differential amenities will reflect some of the cost variation from the importing arrangement.
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The representative consumer cannot save, and goods are non-durable, so she simply max-

imizes her flow utility at each point in time. But buyers and suppliers are forward looking.

They continuously make three types of choices. First, buyers choose the vector of retail prices

for the products they currently offer. They base these choices on the final consumer’s demand

elasticities and their product-specific marginal costs, which include both shipping/retailing

costs and the supplier’s marginal production costs.22 Second, each buyer bargains multilater-

ally with her suppliers to determine the division of the surplus stream they jointly generate.

In these negotiations, all agents recognize that the buyer’s portfolio of connections will evolve

stochastically as it adds new suppliers and loses others. Finally, buyers and suppliers choose

the amount they spend on searching for new business partners. These search efforts maximize

firms’ present values, and govern the stochastic evolution of buyers’ and sellers’ matching

patterns.

More intense search increases the hazard of finding a new partner. This matching hazard

also depends on wholesale market tightness. When the measure of buyers’ search for suppliers

is high relative to the measure of suppliers’ search for buyers, matching hazards are low for

buyers and high for suppliers, and vice versa. In addition, the ease with which agents find new

partners depends on their previous successes. Agents who have already accumulated a large

portfolio of partners find it easier to locate still more. This feature of our model, taken from

Eaton et al. (forthcominga), helps us capture the “fat-tailed” distributions of buyers across

suppliers and suppliers across buyers discussed above.

3.1 The Retail Market

We now turn to model specifics, suppressing time subscripts where no ambiguity results.

Consider the retail market first.

Preferences: At each point in time, the representative consumer allocates her budget across

a continuum of buyers, indexed by y. Following Atkin et al. (2018) and Hottman et al.

(2016), the utility she derives from purchasing from buyer y depends on both the discrete

set of products Jy it offers and the amenities it provides. While all products from a given

supplier x share the same marginal cost, they are horizontally differentiated across buyers.23

22Accordingly, our model does not feature double marginalization.

23For instance, a single foreign supplier may manufacture T-shirts in distinct styles tailored to each U.S.
retailer it serves.
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Consequently, any two buyers, y and y′, offer mutually exclusive sets of products, although

they may source from overlapping sets of suppliers.

The consumer’s preferences over products and buyers are given by the utility function:

U =

[∫
y

(µyQy)
(η−1)/η

]η/(η−1)
,

where

Qy =

∑
x∈Jy

(ξxqxy)
(α−1)/α

α/(α−1) .
Here ξx measures the (time-invariant) appeal of goods from supplier x, µy measures the (time-

invariant) appeal of buyer y, and qxy is consumption of a good produced by supplier x and

purchased from buyer y. It is straightforward to show that the associated flow demand for

product x at buyer y is

qxy = (ξx)
α−1 (µy)

η−1
(
pxy
Py

)−α(
Py
P

)−η
E

P
, (1)

where pxy is this good’s retail price, Py =

[∑
x∈Jy

(
pxy
ξx

)1−α]1/(1−α)
, P =

[∫
y

(
Py
µy

)1−η]1/(1−η)
,

and E is total consumer expenditure on apparel.24

Unit Cost: When buyer y and supplier x collaborate to offer a product in the retail market,

they jointly incur a time-invariant unit cost, denoted cx.
25 Suppliers have constant returns and

no capacity constraint, so cx is independent of the number and volume of products supplier

x produces. Further, we impose that the buyer’s share of the unit cost—covering expenses

such as sales personnel, transportation, and retail operations—is proportional to the supplier’s

marginal production cost, thereby eliminating the need for a y subscript on cx.

The buyer chooses the optimal mark-up over this unit cost when setting this product’s

retail price, and uses the resulting sales revenue to compensate the supplier with a two part

tariff. It rebates the supplier’s production cost and, in addition, transfers a negotiated portion

of the associated retail profit.

24This market-wide final demand function can also be interpreted to represent an aggregation of consumer-
specific nested-logit demand function, with each consumer purchasing a single unit of her most-preferred
product (Verboven (1996)).

25cx excludes search costs, which are sunk by the time prices are set for product x.
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Pricing and Total Retail Profit: Buyers acquire and lose suppliers over time, in accor-

dance with the random matching and separation processes we will describe shortly. But they

cannot instantaneously change their set of suppliers, so each buyer y treats its current supplier

set Jy as given when choosing its retail prices. These it continuously adjusts to maximize the

total current surplus flow,

πTy =
∑
x∈Jy

(pxy − cx)qxy, (2)

so the first-order conditions for optimal pricing are

qxy +
∑
x′∈Jy

∂qx′y
∂pxy

(px′y − cx′) = 0 ∀x ∈ Jy. (3)

Equations (1) and (3) imply that the within-buyer cannibalization effect exactly offsets

the cross-store substitution effect, and the mark-up for each product is simply:26

pxy − cx
pxy

=
1

η
. (4)

This pricing rule, combined with equations (1) and (2), implies that the total current retail

profit—or surplus—shared between buyer y and its suppliers can be written as:27

πTy =
1

η

E

P 1−η

∑
x∈Jy

(
η

η − 1

)1−α

c̃1−αx

(1−η)/(1−α)

µη−1y , (5)

where c̃x = cx/ξx is the quality-adjusted unit cost for buyer-supplier pair xy. Hereafter we will

refer to suppliers with low ξ values (or high c̃ values) as “low-quality” firms. Note that when

α > η > 1, this function exhibits diminishing expected returns with respect to the number of

suppliers, ||Jy||.

26See Appendix A.1. Analogous results appear in Atkeson and Burstein (2008) and Hottman et al. (2016).
There are no strategic interactions between buyers in the retail market because each buyer is measure 0 and
each product is available from only one buyer.

27See Appendix A.1.
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3.2 The Wholesale Market

Buyers purchase their merchandise in an upstream wholesale market populated by a continuum

of suppliers. We now turn to the random matching process through which buyers and suppliers

meet, and the resulting flow payoffs for each type of agent.

3.2.1 Total surplus with discrete types

To begin, we assume there are a finite number of types for both suppliers and buyers. Buyers

are divided into I intrinsic types indexed by i ∈ {1, 2, ..., I}, and suppliers are categorized into

J intrinsic types indexed by j ∈ {1, 2, .., J}. If a type-j supplier matches with a type-i buyer,

the quality-adjusted marginal cost of producing and retailing the good is c̃j = cj/ξj.

Let s = [s1, s2, ..., sJ ] be a vector of counts of the number of suppliers of each type currently

matched with a particular buyer, and let b = [b1, ..., bI ] be a vector of counts of the number

of buyers of each type currently matched with a particular supplier. Using this notation to

restate equation (5), the total surplus flow accruing to a type-i buyer and its portfolio of

suppliers s is:

πTi (s) =
E

ηP 1−η

[
J∑
j=1

(
η

η − 1

)1−α

sj c̃
1−α
j

] η−1
α−1

µη−1i (6)

3.2.2 Search

Since all buyers are known to the final consumer, there are no matching frictions in the retail

market. But in the wholesale market, buyers and suppliers must both exert effort to find new

business partners. In this section we describe the optimization problems solved by buyers (B)

and suppliers (S) when choosing their effort levels.

Search costs All matches generate surplus in our baseline model, so agents on each side

of the market always prefer to have more of them. To this end, each agent chooses her own

search effort, σ, and finds a new business partner with hazard σθA, where θA is the buyer

(A = B) or supplier (A = S) match hazard per unit of search effort.

These efforts are moderated by search costs. Specifically, agents with nA partners who
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search at level σ must pay the flow cost

kA
(
σ, nA

)
=

k0σ
2

(nA + 1)γ
A , A ∈ {B, S}, (7)

where nB(s) =
∑J

j=1 sj and nS(b) =
∑I

i=1 bi. This functional form generalizes Arkolakis

(2010) by allowing search costs to rise or fall with market connections, nA. It nests two

possible cases. If γA < 0, firms with many partners find it relatively difficult to add still more,

perhaps because their market is already “fished out,” as in Arkolakis (2010). If γA > 0, firms

with many partners find it relatively easy to add still more, perhaps because their scale makes

them highly visible to firms on the other side of the market. Regardless of the sign of γA, we

will hereafter refer to the scale effect it captures as the “visibility effect.”

Match separations Once formed, relationships eventually terminate for exogenous rea-

sons.28 First, with hazard rate δ, the buyer and supplier become incompatible. Second, the

buyer or supplier may exit the wholesale market.29 We denote the hazard rates of these exit

events δB and δS, respectively.

Buyers’ search problem As we will discuss shortly, a buyer and all of its suppliers nego-

tiate the division of the surplus (6) at each point in time. For a type-i buyer in state s, this

bargaining game yields flow payoff τji(s) for each of its type-j suppliers, leaving it with flow

payoff πTi (s)−
∑J

j=1 sjτji(s). Accordingly, the buyer’s value function V B
i (s) solves

(ρ+ δB)V B
i (s) =πTi (s)−

J∑
j=1

sjτji(s)

+ max
σBi

(
σBi θ

B

J∑
j=1

υSj
[
V B
i (s + 1j)− V B

i (s)
]
− kB(σBi , n

B)

)

+ (δ + δS)
J∑
j=1

sj
[
V B
i (s− 1j)− V B

i (s)
]
,

(8)

28In Section 5.2 and Appendix E we discuss an alternative specification in which transitory match shocks
generate endogenous separations.

29When a buyer or supplier exits, it simultaneously loses all of its connections. This incrementally reduces
the mass of active agents, but the total mass of potential agents remains constant, as will be seen in Section
3.3.1 below.
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where 1j is a J × 1 vector with jth element 1 and 0’s elsewhere and υSj is the probability that

the next supplier the buyer meets will be type-j. ρ is the discount rate. The optimal search

policy for type-i buyers with a set of s suppliers, σBi (s), therefore satisfies

∂kB
(
σBi , n

B
)

∂σBi
= θB

J∑
j=1

vSj
[
V B
i (s + 1j)− V B

i (s)
]
.

The logic of equation (8) is straightforward. The buyer reaps its flow payoff, net of search

costs, until the next event occurs. With hazard sj(δ + δS) this event is the exogenous ter-

mination of a type-j supplier relationship, and with hazard σBi θ
BυSj it’s a new match with a

type-j supplier.

Suppliers’ search problem Suppliers have constant marginal production costs, so the

payoffs from each of their matches are separable, and their return to searching depends only

on the expected value of an additional match. For a type-j supplier, denote this expected

value V S
j . Then if this type of supplier has nS buyers, its optimal search intensity maximizes

σjθ
SV S

j − kS(σSj , n
S), and the associated first-order condition is:

∂kS
(
σSj , n

S
)

∂σSj
= θSV S

j .

What determines V S
j ? With our assumption of random matching, it can be written as:

V S
j =

∑
i

∑
s∈S

υBi (s)V S
ji (s),

where υBi (s) is the probability that the next buyer the supplier meets will be type-i in state

s, and V S
ji (s) is the value it places on matches with this type of buyer:

(ρ+ δ + δB + δS)V S
ji (s) = τji(s) + σBi θ

B

J∑
k=1

υSk
[
V S
ji (s + 1k)− V S

ji (s)
]

+(δ + δS)
K∑
k=1

(sk − 1k=j)
[
V S
ji (s− 1k)− V S

ji (s)
]
. (9)

Intuitively, a business relationship with a type-i buyer who has s suppliers will terminate with

exogenous hazard (δ + δB + δS), become a relationship with a type-i buyer who has s + 1k
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suppliers with hazard σBi θ
BυSk , and become a relationship with a type-i buyer who has s− 1k

suppliers with hazard (sk − 1k=j) δ. The factor (sk − 1k=j) adjusts for the risk of a supplier

itself being dropped when exogenous separation or exit occurs.

3.2.3 Bargaining

We now describe the bargaining game that determines the division of total flow surplus,

πTi (s). While our model characterizes a many-to-many matching equilibrium, the game that

determines this division is one (buyer) to many (suppliers). The reason is that suppliers have

constant marginal production costs and offer distinct products to each of their (measure-zero)

buyers. This makes the outcome of their bargaining with any one of their buyers independent

of the outcome of their negotiations with the others. In contrast, a buyer’s bargaining sessions

with her portfolio of suppliers are interdependent because the surplus function (6) exhibits

diminishing returns with respect to the supplier count, except in the special case where α = η.

To proceed, we need to make a number of assumptions regarding the way bargaining

unfolds. These we state below, providing a short discussion of the roles played by each.

Then we present the surplus division rule they imply as Lemma 1 and provide some intuition.

Appendix A.2 provides a complete proof and more detailed accounts of the bargaining protocol,

information environment, belief structure, and contract space that support our surplus sharing

rule.

Assumption 1. No commitment: buyer and suppliers cannot commit to a long-term trans-

fer schedule. They can renegotiate whenever buyer’s supplier portfolio changes.

Assumption 2. Bilateral bargaining: Given the buyer’s current set of suppliers, each

supplier bargains with the buyer bilaterally and sequentially. Each bargaining session follows

the protocol described by Binmore et al. (1986), and is premised on the understanding that the

buyer will renegotiate with all other suppliers if the negotiation breaks down.

Assumption 3. Private information: the history of bilateral bargaining sessions between

the suppliers and the buyer is privately observed by the two parties involved.

Assumption 4. Passive beliefs: when a supplier receives an offer that is different from the

equilibrium outcome, or an unexpected rejection, she does not revise her belief about unobserved

bargaining sessions of the buyer with other suppliers.
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Assumption 5. Limited contract space: suppliers cannot condition transfers on the

buyer’s search effort or portfolio history.

These assumptions allow us to establish the following result.

Lemma 1. Suppose a buyer in state s bargains with her portfolio of suppliers over the total

surplus they generate, V B(s) +
∑

k skV
S
k (s). If Assumptions 1-5 hold, the stable bargaining

outcome is given by the solution to the system of equations,

τj(s) = πT (s)− πT (s− 1j)︸ ︷︷ ︸
j’s contribution to total surplus

−τj(s)−
∑
k

(sk − 1k=j)
(
τk(s)− τk(s− 1j)

)
︸ ︷︷ ︸

impact of j on other supplier transfers

j = 1, ..., J

(10)

with πB(s) = πT (s)−
J∑
j=1

sjτj(s).

Two steps are involved in establishing this result. The first involves Assumptions 1- 4.

In particular, we establish that if bargaining were based on the surplus function πT (s), the

surplus splitting rule (10) would obtain. Assumption 1 and 2 help to simplify the multilateral

bargaining to a bilateral structure. Assumption 3 removes the strategic advantage of a supplier

who is at the head of the queue of each bargaining sequence. Assumption 4 is needed for

such an incomplete information environment to guarantee the existence of a perfect Bayesian

equilibrium.

The first step is insufficient to establish Lemma 1, since bargaining is over the total present

value of the match between the buyer and her portfolio of suppliers, V B(s) +
∑

k skV
S
k (s),

rather than πT (s). We therefore need a second step in which we show that the same splitting

rule applies in our dynamic context. Here, the endogeneity of search effort creates compli-

cations. The reason is that the flow surplus function (6) features diminishing returns in the

buyer’s portfolio size nB, so adding a supplier lowers the marginal value of existing matches.

This creates an incentive for suppliers to influence buyer’s search effort (Lentz, 2014). By

invoking Assumption 5 we rule out such contracts and are able to show that bargaining over

the present value of the matches implies the surplus splitting rule (10) obtains at each point

in time. (Refer to Appendix A.2 for details.)
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Several observations about our splitting rule are in order. First, the transfer equations

(10) underscore the two ways a supplier benefits a buyer. Not only does a new supplier

contribute to the joint retail profit, but it also reduces the transfers to all other suppliers. The

supplier thus secures an equal split of both these economic benefits. Second, the same surplus

splitting rule for one-to-many bargaining appears in Stole and Zwiebel (1996). We do not

rely on that paper’s bargaining protocol because Brugemann et al. (2019) have shown it to be

problematic. Instead, following the suggestion of Brugemann et al. (2019), we assume private

information and passive beliefs, as in de Fontenay and Gans (2014).30 Finally, this splitting

rule is bilaterally efficient in the sense that each buyer-supplier pair maximizes its total payoff,

given the policies of all other buyer-supplier pairs involving the same buyer. However, it need

not be socially optimal.31

3.3 Market Dynamics

As suppliers and buyers match with one another, and as existing matches die, agents’ portfolios

of connections evolve. Let MB
i (s) be the measure of type i buyers in state s, and let MS

j (b)

be the measure of type j suppliers in state b. We now develop the equations of motion for

each of these objects.

3.3.1 Equations of Motion

Consider buyers first. And, for the moment, take the matching hazard per unit of search θB

and conditional matching probabilities νSj as given. Then, since relationships with a supplier

end with exogenous hazard δ̃ = δ+δS, the equation of motion for the measure of type-i buyers

with s suppliers is:

30Brugemann et al. (2019) also develop a ”Rolodex” protocol as a fix for the Stole and Zwiebel (1996)
bargaining protocol. This fix does not work in our context because we have heterogeneous suppliers. Appendix
A.2 provides details.

31In addition to the standard congestion externalities in search and matching models, buyers in our setting
also have incentives to over-accumulate suppliers and thereby capture a larger share of total surplus.
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ṀB
i (s) =

∑
j

[
σBi (s− 1j)θ

BυSjM
B
i (s− 1j) + δ̃(sj + 1)MB

i (s + 1j)
]

(11)

−
[
σBi (s)θBMB

i (s) + (δ̃nB(s) + δB)MB
i (s)

]
,

s ∈ S; i = 1, ..., I

This group gains a member whenever any of the MB
i (s − 1j) buyers in state s − 1j gains

a type-j supplier, which occurs with hazard σBi (s − 1j)θ
BυSj . Similarly, it gains a member

whenever any of the MB
i (s + 1j) buyers in state s + 1j loses a type-j supplier because of

exogenous attrition, which occurs with hazard δ̃(sj + 1). By analogous logic, the group loses

existing members that either add a supplier (with hazard σBi (s)θB), lose a supplier (with

hazard δ̃nB(s) = δ̃
∑

j sj), or exogenously exit (with hazard δB).

The measure of buyers of type i with nB = 0 suppliers evolves according to:

ṀB
i (0) = δB

∑
nB(s) 6=0

MB
i (s) + δ̃

∑
j

MB
i (1j)− σBi (0)θBMB

i (0) (12)

Increases in MB
i (0) amount to net exit by type-i buyers, since they do not generate sales or

import goods. Buyers in this state nonetheless continue to search, and they appear as entrants

when they successfully match.

Replacing S with B, B with S, s with b, and i with j in equations (11) and (12) gives the

corresponding equations of motion for measures MS
j (b) of suppliers. Since the search behavior

of a supplier only depends on the number of its partners, we can work with equations of motion

which only depend on partner numbers nS:

ṀS
j (nS) =

[
σSj (nS − 1)θSMS

j (nS − 1) + (δ + δB)(nS + 1)MS
j (nS + 1)

]
(13)

−
[
σSj (nS)θSMS

j (nS) + ((δ + δB)nS + δS)MS
j (nS)

]
,

nS = 1, 2, .., NS; j = 1, ..., J

Finally, the measure of supplier of type j with nS = 0 suppliers evolve according to:

ṀS
j (0) = δS

∑
nS 6=0

MS
j (nS) + (δ̃ + δB)MS

j (1)− σSj (0)θSMS
j (0) (14)
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We treat the measures of each intrinsic type as exogenous constants and impose the adding-

up constraints:

MB
i =

∑
s∈S

MB
i (s) (15)

MS
j =

∑
nS

MS
j (nS), (16)

Because the units of measurement for these objects are arbitrary, we impose
∑
MB

i = 1,

and we treat the measure of potential suppliers per potential buyer, MS =
∑

jM
S
j , as a

parameter to be estimated. Note that at any point in time, some agents on each side of

the wholesale market will not have any active matches. So active suppliers per active buyer,∑
j

(
MS

j −MS
j (0)

)
/
∑

i

(
MB

i −MB
i (0)

)
, is an endogenous object, and it typically differs from

the exogenous ratio of potential suppliers to potential buyers MS/MB.

To characterize the steady state of this system we set ṀB
i (s) = ṀS

j (nS) = 0 and solve the

system of I · (‖S‖+ 1) + J ·
(
NS + 1

)
equations, (11)-(16). Solving for transition dynamics is

feasible but more involved. Appendix B.2 provides details.

3.3.2 Market Aggregates

It remains to develop expressions for the matching hazard per unit search measures, θB and

θS, and the conditional matching probabilities, υBi (s) and υSj . Since each type-i buyer in state

s searches with intensity σBi (s), the total search effort by these buyers is

HB
i (s) = σBi (s)MB

i (s),

and the aggregate search effort of all buyers is:

HB =
I∑
i=1

∑
s∈S

HB
i (s)

Analogously, each type-j supplier with nS buyers searches with intensity σSj (nS), so this

group’s total search effort is:

HS
j (nS) = σSj (nS)MS

j (nS),
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and the overall search effort of all suppliers is:

HS =
J∑
j=1

∑
nS

HS
j (nS)

Together, HB and HS determine θB and θS. Following much of the labor search literature,

we assume a matching function that is homogeneous of degree one in these two objects.

Specifically, as in Petrongolo and Pissarides (2001), we write our measure of matches per unit

time as 32

X = f(HS, HB) = HB

[
1− (1− 1

HB
)H

S

]
≈ HB

[
1− e−HS/HB

]
(17)

From the buyers’ perspective, matching hazard per unit search is:

θB =
f(HS, HB)

HB
(18)

The larger θB, the more matches take place per unit of buyer search. Likewise, matching

hazard per unit search from the suppliers’ perspective is:

θS =
f(HS, HB)

HS
. (19)

HS

HB is close to the conventional measure of market tightness MS

MB . Under our constant returns

to scale (CRS) matching function, it maps 1 to 1 to the equilibrium hazards per unit search,

θB and θS. Finally, the share of matches involving buyers of type i with match portfolio s is

υBi (s) =
HB
i (s)

HB , and the share of matches involving suppliers of type j is simply υSj =
HS
j

HS .

3.3.3 Steady State Equilibrium

Given the mass of potential suppliers MS
j for each type j, the mass of potential buyers MB

i for

each type i, and the total apparel import expenditure E, a steady state equilibrium consists

of: (i) Retail prices pj for variety that buyer sources from type j supplier (ii) Bargaining

transfers τji(s) from any type i buyer with supplier portfolio s to her type j supplier (iii)

Optimal search efforts σBi (s) and σSj (s) (iv) Matching hazards per unit search θB and θS, and

32This matching function can be interpreted as randomly placing balls in urns where the aggregate search

effort of the buyers play the role of urns and the suppliers the role of balls. (1 − 1
HB

)H
S

is the probability
of a specific urn not getting any ball, generating no match. We have also experimented with the alternative

specification x = HBHS

[(HB)φ+(HS)φ]
1/φ .
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the aggregate price index P and (v) Distributions of buyers MB
i (s) and suppliers MS

j (s) over

states s such that:

(i) Consumers solve their purchase problem (equation 1), buyers charge optimal retail price

(equation 4), and the product market clears.

(ii) Buyers and suppliers solve their respective value functions and optimal search prob-

lems (equations 8 and 9), and the negotiated transfers satisfy the bargaining condition

(equation 10).

(iii) The distribution of buyers and suppliers is stationary: ṀB
i (s) = 0 and ṀS

j (s) = 0 for

all i, j, s (equations 11–14).

(iv) Matching hazards θB and θS are consistent with the aggregation of individual search

efforts through the matching functions (equations 18 and 19).

We describe our computational algorithm to solve the steady state equilibrium and the

transitional path upon an unexpected shock in Appendix B.

4 Fitting the model to data

We now describe how we identify and estimate the structural parameters of the model using

firm-to-firm transaction data.

4.1 Exogenously fixed parameters

Some of the parameters in our model cannot be identified using our panel of customs records, so

we calibrate them using other sources. These include the within-store cross-product elasticity

of substitution, α, the buyer death hazard, δB, and the supplier death hazard, δS. We take α

from Hottman et al. (2016), who estimate the elasticity of substitution across apparel varieties

to be α = 4.35. We take the buyer death hazard to be the exit rate among U.S. retail firms

(Jarmin et al., 2009), and we take the supplier death hazard to be the average exit rate among

Chinese apparel producers during the period 2004-2006 (Zhu, 2014).
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4.2 Model identification

To estimate the remaining parameters, we use our panel of customs records, augmented by

data on U.S. apparel buyers from the Census Bureau’s Annual Retail Trade Survey (ARTS).

Most parameters we estimate jointly using the generalized method of moments (GMM). As

it is possible to estimate the match separation hazard δ without solving our dynamic model,

so we do so in a preliminary step in order to limit the parameter space we needed to search

when implementing the GMM. Specifically, we estimate δ as the Poisson parameter that best

fits the distribution of match death rates observed in the customs records, adjusted for the

buyer death hazard of δB = 0.07 and the supplier death hazard of δS = 0.15 discussed above.

This calculation yielded δ = 0.774− 0.07− 0.15 = 0.554.

The remaining parameters include the search cost scalar, κ0, the two visibility effect pa-

rameters, γB and γS, the cross-supplier elasticity of substitution, η, the measure of potential

suppliers per potential buyer, MS, and three parameters that characterize the agent type

distributions. The first of these latter parameters, σ2
lnµ, determines the distribution of buyer

appeal under the assumption that µ is log-normal with mean 0. The other two parameters, ∆

and ω, determine the distribution of quality-adjusted supplier costs, c̃j, under the assumption

that the log of this variable has zero mean and two mass points.33 Specifically, ∆ is the log

difference between the two possible c̃j realizations, and ω is the share of potential suppliers

with the lower c̃ (equivalently, higher ξ) value.

We jointly estimate these parameters using a standard GMM estimator:

Λ̂ = arg min (m(Λ)− m̄) ·W · (m(Λ)− m̄)′ (20)

Here Λ = (k0, γ
B, γS,MS,∆, ω, σ2

lnµ, η), m̄ is a row vector of 208 targeted data moments, m(Λ)

is the corresponding model-based vector of moments, and W is a block diagonal weighting

matrix.34

We now summarize the logic behind our identification strategy, highlighting the moments

that are particularly helpful in identifying each parameter. Consider first the elasticity of

substitution across buyers, η. By equation 4, firms use the mark-up rule qxypxy
η−1
η

= qxycx.

33We limit the number of mass points to two in order to keep our state space manageable.

34Each of the first five blocks of W is the inverse of a covariance matrix for moments from a particular table
in Section 2.3. The last block is the inverted variance of the ratio of variable costs to total revenue among
U.S. apparel retailers. Appendix C provides details.
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Summing over all matches and rearranging yields η−1
η

= C
R
, where C = ΣxΣyqxycx is total

variable costs incurred by all apparel buyers (exclusive of transfers to suppliers), and R =

ΣxΣyqxypxy is the total revenue they generate in the retail market. Accordingly, we include C
R

in m̄ to help identify η, taking C and R data from the ARTS.35

The remaining elements of m̄ appear in Tables 1-4.36 Not surprisingly, the Andrews et al.

(2017) sensitivity matrix tells us that the mapping from these 208 moments to the elements

of Λ is many-to-many. However, some groups of moments are more helpful than others in

identifying certain parameters.

As explained in Section 2.3, Tables 1 and 2 report transition probabilities for buyers

per supplier and suppliers per buyer, respectively, while Table 3 summarizes the cross-buyer

distribution of supplier counts (column 1) and the cross-supplier distribution of buyer counts

(column 2). Because they are closely related, these tables help us to identify the same set

of parameters.37 Specifically, they are particularly useful for identifying κ0, γ
B, and γS,

because these cost function parameters strongly influence the rates at which firms in different

states add or lose business connections. They also help identify σ2
lnµ, ∆ and ω because these

parameters govern the dispersion in buyer and seller types, which heavily influences the steady

state distribution of partner counts across agents on each side of the market. Finally, these

tables help identify the number of potential suppliers per potential buyer, MS, because this

affects the expected number of connections on each side of the market.

Table 4 differs from Tables 1-3 in that it describes revenues rather than firm counts. It

includes two types of information. Column 2 reports payments per supplier for buyers with

different numbers of suppliers. And the remaining columns report the average revenue shares

35The costs of merchandise reported in the ARTS include total transfers to suppliers, τs. We therefore
add these transfers to our simulated total variable cost measure in our moment condition, which becomes:

E
[
η−1
η + τs

E

]
=
(
CM+CB

R

)
, where R, CM (buyers’ merchandise purchases), and CB (buyers’ variable costs)

are data.

36Some cells in Tables 1-4 are sparsely populated, and some cells can be inferred from others, so not all
of the moments in these tables are used. To summarize the degree distributions, we target the cumulative
distributions described in Table 3, evaluated at partner counts of 1, 2, 3, 4, 5, 10 and 15. For the transition
matrices, we directly target the conditional probabilities reported in Tables 1 and 2, including diagonals and
up to 5 off-diagonal elements in each row. For the within-buyer supplier shares, we target all of the mean
shares in columns 3-12 of table 4 except for the last non-zero element of each row. (The rows sum to one, so
these elements are implied by the others.) For the relation between log imports per supplier and number of
suppliers, we target all of second column of Table 4 except the first row, which is one by construction.

37In steady state, degree distributions can be inferred by compounding matrices of transition probabilities.
We nonetheless include them as separate targets because they describe firms’ partner counts rather than rates
of transition between them.
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of the primary supplier, the next most important supplier, etc., for buyers with two suppliers,

three suppliers, and so on. Consider column 2 first. With α taken from external sources,

payments per supplier reflect the mark-up parameter, η, the buyer type, µ, and the number

of suppliers of each type. So η affects the model’s ability to match column 2 of Table 4. The

column 2 moments also help to identify σ2
lnµ, which affect the mix of buyer types ends up with

a given number of suppliers.

Finally, the remaining columns of Table 4 are helpful in identifying the supplier produc-

tivity difference ∆ and the fraction of high-type sellers ω. To understand why, suppose all

suppliers were a single type. Then for any given buyer, the within-firm revenue share of

each of its suppliers would be inversely proportional to the buyer’s supplier count. But with

heterogeneous suppliers, different types serving the same firm receive different transfers, and

the cross-supplier distribution of transfers reflects the cross-supplier distribution of quality-

adjusted costs. That is, columns 3-10 of Table 4 are the main source of identification for ∆

and ω.38

4.3 The estimates

Parameter values. Table 5 reports estimates of Λ. Note first that the buyer and supplier

visibility parameters (γB and γS) are both positive and statistically significant, implying that

agents on each side of the market find it easier to meet new potential business partners once

they have established a market presence. However, visibility effects are stronger for buyers

than for suppliers.39 This partly reflects the structure of our model, which gives buyers, but

not suppliers, diminishing returns to additional matches. Thus unlike buyers, suppliers do

not need as much extra enticement to search from visibility-induced cost reductions. The

estimates also reflect the fact that the suppliers-per-buyer distribution is skewed more to the

right than the buyers-per-supplier distribution (Table 3). This means the model must explain

the presence of some very large buyers, despite diminishing returns. Since large buyers must

replace many expiring matches each period, they need relatively favorable search costs.

38Although matching is random, the distribution of seller types differs between small and larger buyers. The
reason is that buyers’ search intensities depend upon composition of the supplier portfolio. For example,buyers
with a single supplier search harder for more suppliers when their current supplier happens to be low quality.
This makes the incidence of high-ξ suppliers relatively high among single supplier buyers.

39Consistent with this result, Eaton et al. (forthcominga) found weak visibility effects for Colombian ex-
porters using the same search cost function.

30



Turning to the distribution of potential buyers, the spread in buyer types, σ2
lnµ is large.

Here too, this is helping to capture the “fat” tail of the supplier-per-buyer distribution in

Table 3. It also reflects the fact that larger buyers tend to spend more per supplier, despite

diminishing returns to adding suppliers (Table 4, column 1).

Next, the estimated ratio of potential suppliers to potential buyers is MS = 4.20. Since

there are 8.48 active suppliers per active buyer, this figure implies that searching with very

low intensity is more common on the buyer side of the market. However, if one excludes

buyers and sellers with only one match, the ratio of active sellers to active buyers falls to 2.88.

The prevalence of single match relationships indicates that participation in the U.S. market

is incidental for many foreign apparel suppliers.

Finally, our ω estimate implies that only 3 percent of the potential exporter population is

“high-appeal.” And our estimate of ∆ implies that these elite exporters are about 45 percent

more appealing (per dollar spent) than their low-appeal competitors. These figures are the

model’s way of explaining the share in sales of the largest supplier, the next largest supplier,

etc., at buyers of different sizes (Table 4). With only two types of suppliers the related

parameters are heavily over-identified.40

Model fit. Figure 8 summarizes the model fit. The top two panels show that, overall, the

model does a good job of explaining the 140 targeted elements of the transition matrices

(Tables 1 and 2). Only one simulated moment is substantially off.41 Hence it accurately

captures the general tendency for firms to lose clients over time, as well as the tendency for

buyers and suppliers that are new to the U.S. market to ramp up the number of their matches

during their early years. However, the visibility effect in our search cost function are not

sufficient to explain the search efforts of very large suppliers.

Our estimated transition matrices imply steady state distributions for buyers per supplier

and suppliers per buyer. The middle panels of Figure 8 shows how well these distributions

match up to their data-based counterparts in in Table 3. Here too the model does quite well,

with the small exception that the model slightly underestimates the frequency of buyers with

large numbers of suppliers.

40While adding supplier types would have improved the fit, it would have substantially increased the
dimensionality of the computational problem.

41Specifically, we substantially underestimate the fraction of suppliers with at least 10 buyers that will
continue to have at least 10 buyers next year. This type of supplier is a very small fraction of all suppliers, so
its transition probabilities don’t get weighted very heavily by our estimator.
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Table 5: Cost and Distributional Parameters*

estimate std. error

k0 0.009 0.003

γB 0.320 0.041

γS 0.230 0.046

ω 0.030 0.002

∆ 0.454 0.006

MS 4.203 0.728

η 2.432 0.728

σ2
lnµ 7.428 2.508

objective function 10,461.73

*GMM estimates of Λ̂ based on equation 20. Construction of the weighting matrix is described in Appendix
D. Aside from the retail sector expenditure share, the moments used for identification are reported in Tables
1, 2, 3, and 4. For Tables 1 and 2, we exclude the first column to limit the impact of noisy importer identifiers
on our estimates; then we re-scale the other elements of each row so that they sum to one. We also exclude
elements describing jumps of more than 4 matches in either direction, which are very low probability events.
For the degree distributions in Table 3, we use the measurements at 1, 2, 3, 4, 5, 10 and 15 partners. For the
within-buyer supplier shares, we target all of the mean shares in columns 3-12 of Table 4 except for the last
non-zero element of each row. (The rows sum to one, so these elements are implied by the others.) For the
relation between log imports per supplier and number of suppliers, we target all of second column of Table 4
except the first row, which is one by construction. The total number of targeted moments is 209.

The lower left panel of Figure 8 summarizes the model’s ability to generate the pattern

reported in the second column of Table 4. It shows that the model replicates the positive

association between a buyer’s average log payments per supplier and its number of suppliers.

However, it predicts a somewhat flatter relationship between these variables than we observe

in the data. Most likely this is a consequence of the fact that computational constraints have

forced us to only allow for two types of suppliers. Finally, the lower right panel of Figure 8

summarizes the model’s ability to generate the supplier share patterns reported in columns

3-12 of Table 4. Although we only allow for two intrinsic types of suppliers, the model does

remarkably well in terms of its ability to predict suppliers’ shares in buyers’ total spending

on merchandise at firms of different sizes. There is one targeted data moment that does not

appear in Figure 8: the ratio of variable costs to total revenues among apparel buyers. For

completeness, we note here that the data-based value of this is 0.731, while the model-based

simulated value is 0.730.
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Figure 8: Data-based versus model-based moments
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5 Alternative specifications

5.1 A mechanical model

The model developed above characterizes firms’ search efforts as optimal forward-looking

behavior, given their portfolio of clients and market-wide conditions. Presuming that the

model is well-specified, this allows us to quantify search costs, and to perform counterfactual

experiments that are not subject to the “Lucas critique.” But one might reasonably ask

whether our formulation captures observed matching patterns and transition dynamics better

than a simple mechanical model, in which firms do not adjust their search intensities as their

client portfolios and market conditions evolve.

To address this question, we develop such a mechanical search model and fit it to our data.

It it similar to our baseline model in most dimensions, but it differs in two respects. First,

and most importantly, each type of buyer and supplier is freely endowed with a fixed level

of search intensity.42 Second, since sales are irrelevant to search in this model, it does not

characterize match-specific sales or transfers.

We treat each search intensity as a free parameter so, given that we allow 30 buyer types

and two seller types (as in the baseline model), the mechanical model involves 32 search in-

tensities as well as the share of “high” type suppliers and the number of potential suppliers

relative to potential buyers. The mechanical model thus has has 26 more estimated param-

eters than the eight-parameter baseline model. Nonetheless, it fits the data only 1.5 percent

better than the baseline model.43 We will return to discuss the implications of using a mechan-

ical versus behavioral model when discuss our counterfactual experiments. A more detailed

exposition of the mechanical model itself can be found in Appendix D.

5.2 Match-specific shocks and fixed costs

One limitation of our benchmark formulation is that it does not allow for match-specific fixed

costs and earnings shocks. Thus matches only die for exogenous reasons, and in stationary

42One could imagine an even richer parameter space, with one search intensity estimate for each type of firm
in each state. Such a saturated model would trivially replicate the transition matrices and degree distributions
we target without adding much insight.

43Because the mechanical model doesn’t predict match sales, it is fit without those moments. For compa-
rability, we calculate the fit of our benchmark model after removing the statistics in Table 4 from the baseline
fit metric. We have not re-fit the baseline model using the restricted moment vector; presumably it would fit
the restricted moment vector even better if we had done so.
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equilibria, match-specific revenues evolve solely because buyers’ portfolios evolve.

It is possible to add these features to the model, but to keep it computationally tractable

we need also to impose that the cross-buyer elasticity of substitution (η) is the same as the

cross-product, within-buyer elasticity of substitution (α). This shuts down inter-dependencies

between the marginal surpluses contributed by each seller in the gross surplus function (5).

We must also shut down visibility effects on both sides of the market; otherwise, each match-

specific shock would be a state variable.44

We describe this model in appendix E and present estimates therein. In order to identify

the fixed costs of maintaining a match, we add a new target moment: the slope coefficient

from a regression of match death probabilities on the log number of supplier matches. The

model fits substantially worse than our benchmark model, primarily because with α = η it

cannot explain why buyers’ revenues exhibit diminishing returns to additional clients (Refer to

equation 5). Taking the estimates at face value, they imply that idiosyncratic match earnings

shocks are not the main cause of match deaths. The deaths these shocks induce primarily

occur among low-type buyers, which contribute little to market-wide aggregates.45

5.3 Heterogeneous match death hazards

An alternative approach to allowing for heterogeneous match death rates does not require that

we impose α = η or that we shut down visibility effects. However, it is more ad hoc in the sense

that match deaths hazards are presumed to depend upon intrinsic seller characteristics and

not upon market forces. Such a model is developed and estimated in Appendix F. In short,

we allow the two supplier types to have different match death hazards. In order to identify

the additional parameter, we again use the slope coefficient from a regression of match death

probabilities on the log number of supplier matches.

Because of the weak (but negative) relationship between match death hazard and number of

supplier matches in the data, the estimated best fit match death hazard of high-type suppliers

is only slightly lower than that of low-type suppliers (0.523 vs 0.563). The rest of the fitted

44 The resulting formulation resembles the Mortensen and Pissarides (1994) model, relabeling employers
as buyers and workers as suppliers. But unlike that model, it allows for endogenous search efforts and it does
not incorporate macro shocks.

45At the best fit estimates, the highest 50 percent of buyer types, representing 96.3 percent of matches,
are always accepted by sellers regardless of their state. Eaton et al. (forthcominga) also find that fixed match
continuation costs are unimportant.
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parameters are similar to those of the baseline model. Moreover, the fit of the heterogeneous

death hazard model on only the baseline moments is slightly worse than our baseline fit. For

these reasons and for parsimony, we maintain the benchmark assumption of a uniform death

hazard across supplier types.

6 The baseline equilibrium

Using our baseline estimated parameters, we now characterize the quantitative features of our

model. First, we summarize the profits and assess the relative importance of search costs

for various types of US buyers and their foreign suppliers. Then we examine the model’s

implications for firm-level life-cycle dynamics.

6.1 Profits and search costs

Our model implies that suppliers and buyers together take a constant share 1
η

= 0.411 of final

expenditures E as gross profits, using the rest to cover variable production and distribution

costs (Section 3.2).46 But the division of these profits among individual buyers and sellers

is endogenously determined by their types and matching patterns. These patterns matter

because an additional supplier not only contributes to a buyer’s retail profit, it also helps

the buyer negotiate down transfers to her other suppliers. As a result, high-µ buyers—which

match with more suppliers—are able to capture relatively large profit shares. And similarly,

high-ξ sellers—which have a relatively large impact on sales—capture larger profit shares per

dollar exported.

Figure 9 shows buyers’ average number of suppliers (dashed red line) and average gross

profit share (solid blue line) as functions of the buyer appeal index, µ. Note that the least

appealing buyers typically match with a single foreign supplier, rendering the negotiating

effect irrelevant, and preventing them from capturing a larger profit share. In contrast, high-µ

firms have many suppliers, none of whom is critical at the margin. This gives these buyers a

strong negotiating position, allowing them to capture two-thirds of gross profits. Combined,

these high-µ buyers account for nearly all buyer profits.

We can similarly calculate the gross profits obtained by the two types of suppliers. Our

46To get a crude sense for the dollar value of these aggregates, refer back to Figure 1, which shows that the
F.O.B. value of apparel imports was roughly $100 billion in 2015.
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parameter estimates imply that only 3 percent of potential suppliers are of high type. However,

in the steady state equilibrium, the high type suppliers are disproportionately more likely to

form at least one match with U.S. buyers. Consequently, approximately 12 percent of active

suppliers are high type. Together, these high-ξ suppliers obtain 0.11 of the total expenditure

as profit, while low-ξ suppliers receive only 0.03.47 We find similar heterogeneity in the search

Figure 9: Buyer Share of Gross Profit

costs incurred by buyers. Our model implies that they spend about 16 percent of their gross

profits on efforts to match with suppliers. However, as Figure 10 shows, these costs—expressed

as a share of firm-level profits—fall systematically with buyer appeal (solid blue line). For

low-µ buyers, they represent around 45 percent of profits, but among the most appealing

buyers, they account for less than 10 percent. There are two primary reasons for this. First,

as mentioned above, low-µ buyers have relatively little bargaining power with their suppliers,

so they have relatively low profit shares. Second, our estimate of γB implies that buyers

with many suppliers enjoy significant visibility effects. In fact, to achieve any level of search

intensity, σB, firms with 30 active matches spend 42 percent less than firms with a single

match. Low appeal buyers have little incentive to exploit this scale effect, since the profits

they earn from their matches are relatively modest. This characterization of optimal search

47In other words, high type suppliers earn close to 80 percent (0.11/0.14) of the aggregate supplier profit.
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provides a micro-foundation for the high persistence of the number of business connections

for buyers with large numbers of sellers (Table 2).

On the supplier side, total search costs constitute 0.064 of total expenditure, representing

45 percent (0.064/0.14) of total supplier profit. Compared with the buyers, suppliers incur

relatively higher search costs in proportion to their profit partly because our estimates indicate

that the number of potential suppliers significantly exceeds the number of potential buyers.

Overall, our model and estimates indicate that firms on both sides of the market spend

Figure 10: Buyer Search Cost as Share of Flow Profit

substantial resources to overcome search and match frictions and build their customer and

supplier base over time.

6.2 Buyer and supplier connections over life cycle

The discussion thus far has focused on steady state patterns of profit sharing and search costs

across heterogeneous buyers and suppliers. We now examine the model’s implications for the

growth of buyer and supplier connections over their life cycles in the global apparel market.

We begin by analyzing the pattern observed in U.S. apparel trade data, as depicted in

Figure 11. The blue dashed line illustrates that U.S. importers operating in the international

market for 10 years accumulate, on average, nine more suppliers than those in their first year.
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It is encouraging that our model simulation, represented by the red solid line, effectively ex-

plains the observed increase. This increase results from the rapid accumulation of suppliers by

high-type buyers in our model and their disproportionate representation in the older cohorts.

In contrast, the average foreign supplier establishes a significantly lower number of U.S. busi-

Figure 11: Buyers and Suppliers Accumulation of Connections

ness connections in both the model and the data. The green dashed line indicates that, on

average, suppliers with 10 years of experience have only 1.5 more buyer than a new exporter.

Our model generates qualitatively similar patterns: with the yellow solid line representing the

high-type seller and the pink solid line representing the low-type seller. However, since the

low-type sellers account for most of the sellers in our model, we under-predict by about 50

percent the growth pattern in the data. In sum, our model can explain the rich dynamic life

cycle pattern on both sides of the market without explicitly targeting these data moments in

our estimation.

7 Policy counterfactuals

We now use our model to conduct policy counterfactuals, focusing on two sets of questions.

First, what combination of lower search costs (to proxy the spread of IT) and greater access to

the U.S. apparel market (to proxy the ATC phaseout and Chinese reforms) allows the model
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to approximate the market developments we document in Section 2? How do these shocks

change the structure of the U.S. apparel market and what are their welfare implications?

Second, through the lens of our model, what were the effects of the 2018 Trump tariffs on the

U.S. apparel market? Specifically, how did higher tariffs on low-quality apparel imports from

China affect supplier-buyer matching patterns, profits, and consumer welfare? Also, how long

would it take the adjustment process to play out, and what did the transition path look like?

7.1 Interpreting market developments, 1996-2011

Our model-based interpretations of the market developments are motivated by two observa-

tions regarding Figures 1-4 in Section 2.2 above. First, the number of suppliers suddenly

jumped 28 percent in 2005, almost entirely because of increased market participation by Chi-

nese exporters. This jump immediately followed the phaseout of the Agreement on Textiles

and Clothing, which eliminated quotas on U.S. imports from China and other low-income

countries.48 It also followed China’s 2004 abolishment of regulations that had previously

prevented small private firms from engaging directly with foreign buyers (Bai et al., 2017).

Second, the total number of foreign suppliers active in the U.S. apparel market grew steadily

between 1996 and 2004, despite the absence of growth in domestic apparel consumption. How-

ever, after the one-time shock in 2005, the number of suppliers showed no systematic tendency

to grow.

We will interpret the one-time jump in suppliers as reflecting the policy shocks that im-

mediately preceded it. Through the lens of our model, this will amount to an increase in the

number of potential suppliers, MS. Further, since Chinese apparel producers sold substan-

tially less per exporter than producers in other countries, and since firms’ expected exports

increase monotonically with their quality in our model, we will treat this increase in potential

suppliers as concentrated among low-ξ firms.49 That is, as we increase MS, we will adjust ω

so that the measure of high-ξ suppliers remains fixed. Finally, we will interpret the 1996-2004

period of gradual growth in the number of exporters as reflecting reduced search costs due to

48The ATC phaseout was done in four phases, beginning in 1995. But it was heavily back-loaded, so that
the last 50 percent of the volume integration did not occur until January 1, 2005 (Kowalski and Molnar, 2009).

49Together, Figures 3 and 4 imply that Chinese sales per exporter were lower than those of all other major
exporting countries except India, both before and after the policy shocks. (For 1996-2011, average sales per
exporter in thousands of dollars were: China, 84.2; India, 73.4; Indonesia, 103.1; Bangladesh 105.1; Vietnam,
118.5; and Mexico, 172.2.) For simplicity, we ignore cross-exporter heterogeneity within China and attribute
all of the exogenous increase in MS

0 to low quality firms.
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better internet and communication technology—hereafter, the “IT shock.” Through the lens

of our model, this will amount to a reduction in the search cost function scalar, κ0.

Given that we estimate our model parameters with data from 2011, we interpret our base-

line estimates in Table 5 as representing the post ATC policy shock, post IT shock equilibrium.

To use these estimates for counterfactual analyses, we assume that the search cost parameter

κ0 remained stable after 2004, and that the only year in which MS and ω changed was 2005.

These admittedly strong assumptions allow us to separately impute the values of MS, ω, and

κ0 in 1996, 2004, and 2005 using observed exporter counts in these years.50 Needless to say,

the associated counterfactual inferences are very rough estimates of the effects of the policy

and technology shocks we study.

Table 6 presents a comparison of the key aggregate (steady state) implications of our model

under three scenarios: an initial equilibrium with fewer potential suppliers and higher search

costs than in 2011 (“Before policy and IT shocks”), one with the same number of potential

suppliers as the initial equilibrium but lower search costs (“Before policy shocks, after IT

shock”), and the baseline equilibrium corresponding to the parameter estimates in Table 5

(“After policy and IT shocks”). For ease of interpretation, we express the magnitudes in

columns (2) and (3) as percentage deviations from their corresponding values in the initial

equilibrium (column 1).

We begin by characterizing the pre-shock (1996) equilibrium in column (1), which features

relatively few potential suppliers and relatively high search costs. The measures of active

suppliers and buyers are expressed as ratios to our numeraire, namely, the population of

potential buyers, MB. Several features of this equilibrium are robust to the shocks we consider,

and can be viewed as core implications of our estimated model. First, there are far more low-ξ

suppliers than high-ξ suppliers, but the later match with many more buyers, capture most of

the supplier-side profits, and account for most of the supplier-side search effort. Second, there

are many more active suppliers than active buyers. However, buyers collectively retain more

50Assuming the measure of high-quality exporters did not change between 2004 and 2011, we impute
the measure of low quality exporters in 2004 as the value that rationalizes the observed exporter count in
2004. (That is, using our baseline estimates for ω2011 and MS,2011 (Table 5), and imposing ω2004MS,2004 =
ω2011MS,2011, we calculate the values of MS,2004 and ω2004 that rationalize the observed number of active
exporters in 2004.) To infer κ19960 , we choose κ19960 /κ20110 sufficiently high to match the observed number of
active exporters in 1996 relative to the observed number of active exporters in 2004. Since we presume all IT
advances occur between 1996 and 2004, κ20110 = κ20040 = κ20050 . Similarly since we presume all growth in the
population of potential exporters occurs in 2005, MS,2004 = MS,1996, ω2004 = ω1996, MS,2005 = MS,2011, and
ω2005 = ω2011.
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profit than sellers due to their monopsony power, as discussed in Section 6.1. Finally, a large

fraction of the low-µ buyers have very low match counts and are unlikely to be connected to

high-type suppliers.

Now consider the changes in key equilibrium outcomes when search costs fall (column 2).

We select κ20040 to be about 40 percent smaller than κ19960 in order to to align with the ob-

served increase in the number of active suppliers between these years. Although not explicitly

targeted, the simulated number of active buyers also rose over this period by approximately

20 percent, consistent with the trends shown in Figure 6. Consumer welfare improved sig-

nificantly by 9 percent, driven by the larger number of domestic retailers (buyers) and a 13

percent increase in the average number of suppliers per active buyer. As a result, domestic

buyers were also able to extract slightly higher share of industry profit at the expense of

high-type suppliers.

Table 6: Counterfactual: Interpreting market developments

Before policy and Before policy shocks, After policy and

IT shocks: 1996 after IT shock: 2004 IT shocks: 2011

(low MS, high κ0) (low MS, baseline κ0) (baseline MS and κ0)

(1) (2) (3)

1. measure, active low-ξ suppliers 0.446 26.4% 69.3%

2. measure, active high-ξ suppliers 0.106 6.5% 2.3%

3. measure, active buyers 0.188 19.9% 17.0%

4. total profit, low-ξ suppliers 0.022 0.1% 35.4%

5. total profit, high-ξ suppliers 0.120 -1.7% -9.8%

6. total profit, buyers 0.269 0.7% 1.4%

7. total search costs, low-ξ suppliers 0.009 0.5% 35.4%

8. total search costs, high-ξ suppliers 0.057 4.6% -6.0%

9. total search costs, buyers 0.045 -17.3% -2.8%

10. number of suppliers per buyer 1.653 12.9% 20.9%

11. high-ξ suppliers per buyer 0.614 13.2% -11.7%

12. consumer welfare 1.000 9.0% 7.3%

*Figures in columns 2 and 3 are percentage deviations from column 1. Column 1 figures reflect several

normalizations. First, measures of active buyers and suppliers are expressed as shares of the population

of potential buyers. Second, surpluses, profits, and search costs are expressed as shares of total consumer

expenditures. Finally, baseline consumer welfare is normalized to unity.

Finally, consider the simulated post-IT shock, post-policy shock equilibrium reported in
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Column 3. Here we keep κ0 at its 2004 value, but to approximate the ATC phaseout and

Chinese market access reforms, we increase the mass of low-ξ potential suppliers by roughly 60

percent. This increase is sufficient to generate the sharp rise in the number of active suppliers

observed in 2005. Comparing column (3) with column (2), several notable patterns emerge.

First, a congestion effect is evident. As the number of low-ξ suppliers surged, high-ξ suppliers

found it increasingly difficult to match with buyers and therefore backed off their search efforts.

So despite the substantial increase in the overall number of suppliers per buyer, the number

of high-type suppliers per buyer actually decreased, falling below even the levels observed in

the pre-IT shock, pre-policy reform equilibrium (column 1). Second, since high-type suppliers

contributed significantly more value to buyers than low-types, their lower visibility weakened

buyers’ search incentives and caused some of them with smaller markets (low-µ values) to exit.

This reduced consumers’ shopping options and shifted market shares toward “big box” stores.

Together, these adjustments actually reduced consumer welfare relative to the “pre-policy

shock, post IT shock” level documented in column (2).

To isolate the role of endogenous adjustments in search intensity, it is instructive to contrast

these results with those implied by the mechanical model summarized in Section 5.1, which

treats the search efforts of each agent type as exogenously fixed. In brief, the mechanical

model misses crowding out effects – the endogenous response of high-ξ supplier search – and

thus overestimates the post-shock number of low-quality varieties available to consumers. It

also misses the induced decline in buyers’ search intensities and the associated buyer exit. We

discuss these results in more detail in Appendix D.

To summarize, the two major shocks we have considered both increased the number of

suppliers actively serving the U.S. market. But they had different effects on consumer welfare

and profits. Better search technologies dramatically increased consumer welfare by expanding

the supply of all types of clothing and the number of retail outlets. But the removal of quota-

based barriers to the U.S. market actually reduced welfare by triggering a proliferation of

low-ξ suppliers. This created market congestion, making it more difficult for buyers to find

high-ξ exporters, and thus reducing the average quality of their offerings.
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7.2 Trump tariffs and trade disruptions

We next use our model to simulate the effects of Trump’s Section 301 tariffs on the U.S.

apparel market, both on impact and in the longer run.51 Since Chinese apparel producers

sold substantially less per exporter than producers in other countries, we will treat Chinese

suppliers as low-ξ firms, as we did in Section 7.1 above. Also, we will further simplify by

treating the tariff bump as a one-time, 15 percentage point shock, and by assuming all low-ξ

imports came from China.

Holding matching patterns fixed, some of the short-run effects of this policy shock are

standard. By construction, our model implies that tariffs passed through domestic US prices

based on the purchase share from low-ξ suppliers. Therefore, with total spending on apparel

fixed, the Trump tariff hike only moderately depresses aggregate joint profits (net of tariffs).

However, individual agents are differentially impacted, depending upon their type and their

portfolio of connections. Low-ξ suppliers lose market shares relative to high-ξ suppliers, and

buyers with high initial concentrations of low-ξ suppliers lose market share relative to others.52

These initial impacts manifest exclusively in intensive margin adjustments to the profits

and revenues of individual agents. But over time, firms on both sides of the market adjust their

search intensities in response to the new payoff structure, matches die off, and the network

structure evolves. Table 7 summarizes the changes in steady-state supplier composition, U.S.

consumer welfare, and buyer profits following the tariff. As expected, imposing a tariff on

low-ξ suppliers substantially reduces their aggregate profits. This prompts a reduction in their

search effort, leading to a 22 percent decline in the steady-state mass of active low-ξ suppliers

and a 7.6 percent reduction in the number of low-ξ suppliers per buyer.

High-ξ suppliers fare much better. Because they are not subject to tariffs, they benefit

from both the reallocation of retail market shares and the reduction in wholesale market

congestion. These developments cause them to intensify their search efforts, and lead to a

28.1 percent increase in the number of high-ξ suppliers per buyer and an 18.3 percent increase

in the total profit earned as a group.

The steady state welfare impact of the tariffs on consumers is quite limited. With search

51For details of the tariff coverage and its impact on apparel sector, see USITC (2023).

52Consider a buyer with s1 low-ξ suppliers and s2 high-ξ suppliers. The share of this buyer’s sales

attributable to high-ξ suppliers is h2|i =
s2c̃

1−α
2

s1(c̃1(1+t1))1−α+s2c̃
1−α
2

and the buyer’s price index is pi(s) =

η
η−1 [s1((1 + t1)c̃1)1−α + s2c̃

1−α
2 ]

1
1−α .
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effort falling among low-ξ suppliers and rising among high-ξ suppliers, the portfolio of products

offered by the typical buyer improves in cost-adjusted-quality. This compositional effect on

buyers’ retail offerings largely offsets the reduction in apparel variety from the low-ξ supplier

exit and higher retail prices, as we will document shortly.

How quickly does this adjustment occur? Figure 12 illustrates the transition path of the

high-ξ and low-ξ suppliers toward the new steady state. Since high-ξ suppliers significantly

increase their search effort immediately after the tariff is imposed, their mass rises rapidly,

reaching the new steady-state level within approximately three years. In contrast, because

buyer relationships with low-ξ suppliers dissolve gradually, the transition takes about six

years. The rapid adjustment toward high-ξ suppliers aligns with empirical evidence showing

that Mexican and Vietnamese suppliers quickly filled the gap left by Chinese suppliers in U.S.

imports following the Trump tariff (e.g., Fajgelbaum et al. (2024)).

Given these responses, consumer welfare initially dropped 2.2 percent when the tariff was

imposed (Figure 13). However, since high-ξ suppliers swiftly gained market share, consumer

welfare quickly rebounded and, in fact, slightly overshot its steady state level. Thereafter,

the gradual decline of low type suppliers brings the transition path towards a steady state

welfare loss of about 1 percent. Overall, the limited loss of U.S. consumer welfare and the rapid

responses of non-Chinese suppliers highlight that congestion in our two-sided search framework

interacts with trade policy—particularly policies covering a subset of market participants.

Table 7: Counterfactual: Trump Section 301 Tariff

Long run responses to tariff

1. measure, active low-ξ suppliers -22.4%

2. measure, active high-ξ suppliers 3.4%

3. measure, active buyers 1.6%

4. total profit, low-ξ suppliers -52.5%

5. total profit, high-ξ suppliers 18.3%

6. total profit, buyers -2.2%

7. number of suppliers per buyer -7.6%

8. high-ξ suppliers per buyer 28.1%

9. consumer welfare -1.0%
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Figure 12: Transition Dynamics of the Mass of Suppliers

Figure 13: Transition Dynamics of the Consumer Welfare
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8 Conclusion

We develop a dynamic model of international buyer-supplier matching in which agents on

both sides of the market optimally choose how intensely to search. Fit to customs data on

U.S. apparel imports, our framework captures key cross-sectional and time-series features of

business-to-business relationships between foreign exporters and U.S. buyers. It also allows

us to to quantify search costs on each side of the market, and to simulate market responses

to trade policy shocks and technological changes.

We find, first, that the aggregate costs of forming business relationships are borne almost

equally by buyers and suppliers. But buyers’ search costs are lower on a per-match basis,

reflecting, inter alia, the fact that there are far more suppliers than buyers. Bargaining power

and visibility effects also matter, making search costs per dollar of profit much smaller among

buyers with many suppliers.

Second, buyers and suppliers adjust their search intensity over their life cycles, both be-

cause their market visibility changes and because buyers face diminishing returns to adding

business partners. Different types of agents in the market mature differently. Conditional

on survival, it takes about 10 years for a successful buyer to reach its long run size, while a

supplier typically gets there in 5. Search frictions thus appear to constitute a major reason

that aggregate trade flows react to shocks with long, unpredictable lags.

Third, reductions in search costs due to technological progress can induce substantial entry

on both sides of the market, increasing consumer welfare while shifting rents away from buyers

and suppliers. On the other hand, increasing the set of potential suppliers with access to the

downstream market need not be welfare improving. In particular, our simulations suggest

that the discrete jump in U.S. market access induced by the ATC phaseout in 2005 actually

reduced consumer welfare. The reason is that additional low-quality suppliers created market

congestion, causing high-quality suppliers to reduce their search efforts. Although the number

of available apparel varieties rose, this hurt consumers by reducing the quality of the offerings

at the typical retailer (buyer), and by causing some smaller buyers to exit the market.

Finally, our simulations suggest that Trump’s 2018 tariffs on Chinese apparel imports

reduced consumer welfare for the usual reason: they were passed through to consumers. But

this effect was partly offset in the long run because the tariffs reduced search efforts among

low-quality Chinese suppliers. In turn, this reduced market congestion and encouraged high-

quality suppliers in other countries to increase their downstream market presence.
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Appendices

A Model Derivations

We provide more model details of the static profit, bargaining, and the transfer function in

this section.

A.1 Demand, Pricing, and Total Profit

Following Atkeson and Burstein (2008) and Hottman et al. (2016), this section establishes

that the optimal retail pricing rule is pxy = η
η−1cx, and the associated total surplus for buyer

y is given by equation (5) in the main text.

Recall from Section 3.1 that consumer demand for good x from buyer y is

qxy = (ξx)
α−1 (µy)

η−1 (pxy)
−α (Py)

α−η (P )η−1E, (A-1)

where

Py =

∑
x∈Jy

(
pxy
ξx

)1−α
1/(1−α)

and P =

[∫
y

(
Py
µy

)(1−η)
]1/(1−η)

. (A-2)

Also, the total flow surplus generated by buyer y and its suppliers is

πTy =
∑
x∈Jy

(pxy − cx)qxy, (A-3)

and the associated first-order conditions for profit maximization in the retail market are:

qxy +
∑
x′∈Jy

∂qx′y
∂pxy

(px′y − cx′) = 0, ∀x ∈ Jy (A-4)

Dividing equation (A-4) by market-wide sales (E) and multiplying through by pxy, we can

rewrite these first-order conditions as

hxy +
∂qxy
∂pxy

pxy
qxy

hxy

(
pxy − cx
pxy

)
+

∑
x′∈Jy ,x′ 6=x

∂qx′y
∂pxy

pxy
qx′y

hx′y

(
px′y − cx′
px′y

)
= 0, ∀x ∈ Jy (A-5)
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where hxy = pxyqxy
E

is the share of buyer y’s product sourced from supplier x in market-wide

sales. Further, recognizing that ∂ lnP
∂ ln pxy

= 0 (because there is a continuum of buyers), equation

(A-1) implies that elasticities appearing in equation (A-5) can be written as:

∂ ln qxy
∂ ln pxy

= −α + (α− η)hx|y (A-6)

∂ ln qx′y
∂ ln pxy

= (α− η)hx|y, ∀x′ 6= x (A-7)

where hx|y =

(
Pxy
ξx

)1−α
P 1−α
y

= pxyqxy∑
x′∈Jy px′yqx′y

is the within-buyer-y revenue share of supplier x.

Accordingly, we can restate equation (A-5) as:

hxy + [−α + (α− η)hx|y]hxy

(
pxy − cx
pxy

)
+

∑
x′∈Jy ,x′ 6=x

[(α− η)hx|y]hx′y

(
px′y − cx′
px′y

)
= 0

Or, dividing through by hxy and collecting terms:

1− α
(
pxy − cx
pxy

)
+ (α− η)

∑
x′∈Jy

hx′y
hy

(
px′y − cx′
px′y

)
= 0

where hy =

(
Py
µy

)1−η
P 1−η =

∑
x′∈Jy px′yqx′y

E
is buyer y’s share in market-wide sales. Since the last

term is the same for all x ∈ Jy, the product-specific Lerner index ly =
(
pxy−cxy
pxy

)
is the same

∀x ∈ Jy. Further, since
∑

x′∈Jy
hx′y
hy

= 1, this equation reduces to 1 − αly + (α − η)ly = 0, or

ly = 1
η
. That is, buyers charge a constant markup pxy = η

η−1cx for all of their products.

Finally, using this mark-up rule and equations (A-1)-(A-3), we obtain our expression for

total flow surplus (equation 5):

πTy =
1

η

∑
x∈Jy

Rxy =
1

η

E

P 1−η

∑
x∈Jy

(
η

η − 1

)1−α

c̃1−αx


1−η
1−α

µη−1y︸ ︷︷ ︸
total sales

where c̃x = cx
ξx
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A.2 Bargaining and Transfer

We now specify the bargaining problem between a buyer and her suppliers. As we explained

in section 3.2.3, since the outcome of each supplier’s bargaining with her buyer has no effect

on her bargaining with other buyers, we can consider this a problem as one (buyer)-to-many

(suppliers) split of their joint surplus. On the other hand, as made clear by equation 6, the

marginal contribution of each supplier to the joint surplus is interdependent. So we will need

to introduce several assumptions to make this problem tractable:

Assumption 1. No commitment: buyer and suppliers cannot commit to a long-term transfer

schedule. They can renegotiate whenever buyer’s supplier portfolio changes.

Assumption 2. Bilateral bargaining: Given the buyer’s current set of suppliers, each sup-

plier bargains with the buyer bilaterally and sequentially. Each bargaining session follows the

protocol described by Binmore et al. (1986), and is premised on the understanding that the

buyer will renegotiate with all other suppliers if the negotiation breaks down.

Assumption 3. Private information: the history of bilateral bargaining sessions between the

suppliers and the buyer is privately observed by the two parties involved.

Assumption 4. Passive beliefs: when supplier j receives an offer that is different from the

equilibrium outcome, or an unexpected rejection, she does not revise her belief about unobserved

bargaining sessions of the buyer with other suppliers.

We begin by motivating each assumption and then formally derive the equilibrium outcome

of the bargaining game. Let us start by abstracting from dynamics to focus on the static

surplus allocation. Assumption 1 and 2 help to simplify the multilateral bargaining to a

bilateral structure. Under only assumptions 1 and 2, assuming perfect information and that

suppliers sequentially bargain with the buyer and exit the game if their bargaining negotiations

break down, Stole and Zwiebel (1996) proposed a well-known surplus-splitting rule.53 Applied

to our flow surplus function (6), this rule yields payoffs to each supplier that solve the following

53Stole and Zwiebel (1996) invoke a modified version of Assumption 1 under which suppliers can only
renegotiate when a supplier leaves the game.
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system:54

τj(s) = πT (s)− πT (s− 1j)︸ ︷︷ ︸
j’s contribution to total surplus

−τj(s)−
∑
k

(sk − 1k=j)
(
τk(s)− τk(s− 1j)

)
︸ ︷︷ ︸

impact of j on other supplier transfers

s ∈ S; j = 1, ..., J

(A-8)

Stole and Zwiebel (1996) note that this surplus-sharing rule is feasible, as the payoffs that

solve system (A-8) fully exhaust the total surplus: πT (s) = πB(s) +
∑J

j=1 sjτj(s) for all s ∈ S.

Moreover, no individual supplier can improve her transfer through a pairwise renegotiation

with the buyer, nor can the buyer gain by renegotiating bilaterally with any supplier. In this

sense, the surplus split is “stable.”

Despite the appeal of this bargaining outcome, Brugemann et al. (2019) show that as-

sumptions 1 and 2 cannot microfound equation A-8 under perfect information when combined

with the Stole and Zwiebel (1996) bargaining protocol. Their key insight is that even in

a setting where a firm bargains with multiple homogeneous workers, a worker’s position in

the bargaining queue affects her bilateral bargaining power, resulting in heterogeneous wages

across otherwise identical workers.

To avoid this problem of queue-dependent payoffs, we depart from the complete informa-

tion assumption in Stole and Zwiebel (1996). Instead, following the suggestion of Brugemann

et al. (2019), we assume private information and passive beliefs as in de Fontenay and Gans

(2014).55 Assumption 3 eliminates the concern raised by Brugemann et al. (2019), since the

suppliers can not observe their position in the queue of bargaining sessions with the buyer.

This removes the strategic advantage of a supplier who is at the head of the queue of each

bargaining sequence. Assumption 4 is needed for such an incomplete information environment

to guarantee the existence of a perfect Bayesian equilibrium.

Given these modifications, we can restore the Stole and Zwiebel (1996) bargaining outcome

54This expression gives equal bargaining weights to buyers and suppliers because it is based on the bench-
mark characterization of bargaining sessions in Binmore et al. (1986). Note also that, since we allow for
heterogeneous suppliers, equation (A-8) corresponds to equation (21) in Section 3.2 of Stole and Zwiebel
(1996).

55One might imagine that we could restore equal bargaining power to comparable workers by adopting the
”Rolodex” bargaining protocol described by Brugemann et al. (2019). The key idea of the “Rolodex” game
is that, when a bargaining session breaks down, the worker moves to the end of the bargaining queue instead
of simply exiting the game. However, because we have heterogeneous suppliers, this fix does not work in our
setting.
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in the following Lemma:

Lemma 1a. Suppose a buyer in state s bargains with her portfolio of suppliers over the

flow surplus πT (s). If assumptions 1-4 hold, then the stable bargaining outcome that satisfies

πT (s) = πB(s) +
∑J

j=1 sjτj(s), ∀s solves the system (A-8).

Proof. Assumptions 1 and 2 state that when a type-j supplier bilaterally negotiates with

a buyer, both parties expect the buyer to renegotiate with all remaining suppliers if their

negotiations break down, leaving the supplier with nothing. So we can define the axiomatic

Nash bargaining problem with equal weights as

Maxτj(s) [τj(s)− 0]×
[
πB(s)− πB(s− 1j)

]
,

where πB(s− 1j) is the payoff for the buyer of renegotiation in the absence of supplier j.

Assumptions 3 and 4 imply that τj(s) or a breakdown does not affect supplier j’s perceived

buyer transfers to other suppliers τk(s), k 6= j and τk(s−1j),∀k. Given those beliefs, the FOC

condition with respect to τj(s) is

τj(s) = πB(s)− πB(s− 1j)

Substituting πB(s) = πT (s)−
∑J

k=1 skτk(s) and πB(s−1j) = πT (s−1j)−
∑J

k=1(sk−1j)τk(s−
1j), we obtain the system of first difference equations (A-8).

Lemma 1a establishes that if suppliers and buyers continuously bargain over the flow

surplus at a point in time, equation (A-8) provides a precise solution of the transfer. However,

both suppliers and buyers in our model are forward-looking in their bilateral negotiations, so

we need to determine whether, and under what additional condition, this static allocation rule

applies in our dynamic setting.

A particular dynamic concern arises from the endogeneity of search efforts. Recall that

our total flow surplus function (6) exhibits diminishing returns with respect to the buyer’s

portfolio size, nB. So adding a supplier reduces the marginal value of all existing matches to

the buyer. This creates an incentive for suppliers to influence buyers’ search efforts through

tenure-dependent contracts, as in Lentz (2014).56 Allowing this type of contract would make

56We are grateful to a referee for pointing this out.
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our model impossibly complex, so we rule it out with the following assumption.

Assumption 5. Limited contract space: suppliers cannot condition transfers on the buyer’s

search effort or portfolio history.

We can then show that under Assumptions 1-5, the system (A-8) characterizes the surplus

splitting rule when agents negotiate over the expected present value of their match participa-

tion:

Lemma 1b. Suppose a buyer in state s bargains with her portfolio of suppliers over the total

surplus they generate, V B(s) +
∑

k skV
S
k (s). If Assumptions 1-5 hold, the stable bargaining

outcome at each point in time is given by the solution to the system of equations, (A-8), with

πB(s) = πT (s)−
∑J

j=1 sjτj(s).

Proof. By Assumption 5, transfers can only depend upon agents’ current states. Accordingly,

by Assumptions 1-4 and the logic of Lemma 1a, the equilibrium surplus split must satisfy:

[
V B(s)− V B(s− 1j)

]
− V S

j (s) = 0 ∀j.

Here the threat point of the buyer’s negotiation, V B(s − 1j), is the equilibrium buyer value

function when she renegotiates transfers with the remaining suppliers, choosing the corre-

sponding optimal search intensity for state s− 1j. We now demonstrate that the flow surplus

sharing rule (A-8) is implied by this expression.

To begin, difference the buyer’s value function (8) with respect to the threat point, ob-

taining:

ρ̃(V B(s)− V B(s− 1j)) = [πB(s)− πB(s− 1j)]− [kB(s)− kB(s− 1j)]

+σB(s)θB
∑
k

νSk [V B(s + 1k)− V B(s)]− σB(s− 1j)θ
B
∑
k

νSk [V B(s− 1j + 1k)− V B(s− 1j)]

+δ̃
∑
k

sk[V
B(s− 1k)− V B(s)]− δ̃

∑
k

(sk − 1k=j)[V
B(s− 1j − 1k)− V B(s− 1j)],

(A-9)

where ρ̃ ≡ ρ+δB and δ̃ ≡ δ+δS. Now simplify this equation in two steps. First, use a discrete
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approximation of the first order condition for the buyer’s optimal search,

[kB(s)− kB(s− 1j)] ≈ (σB(s)− σB(s− 1j))

(
θB
∑
k

νSk [V B(s− 1j + 1k)− V B(s− 1j)]

)
,

to restate the relationship creation terms in (A-9):

−[kB(s)− kB(s− 1j)] + σB(s)
(
θB
∑
k

νSk [V B(s + 1k)− V B(s)]
)

−σB(s− 1j)
(
θB
∑
k

νSk [V B(s− 1j + 1k)− V B(s− 1j)]
)

= σB(s)θB

(∑
k

νSk [V B(s + 1k)− V B(s)]−
∑
k

νSk
[
V B(s− 1j + 1k)− V B(s− 1j)

])

Second, restate the relationship destruction terms in (A-9) as

δ̃
∑
k

sk
[
V B(s− 1k)− V B(s)

]
− δ̃

∑
k

(sk − 1k=j)
[
V B(s− 1j − 1k)− V B(s− 1j)

]
=

−δ̃[V B(s)− V B(s− 1j)] + δ̃
∑
k

(sk − 1k=j)
(

[V B(s− 1k)− V B(s)]− [V B(s− 1j − 1k)− V B(s− 1j)]
)

Combining these expressions, rewrite (A-9) as:

(ρ̃+ δ̃)(V B(s)− V B(s− 1j)) = [πB(s)− πB(s− 1j)]+

σB(s)θB

(∑
k

νSk [V B(s + 1k)− V B(s)]−
∑
k

νSk
[
V B(s + 1k − 1j)− V B(s− 1j)

])
+

+δ̃
∑
k

(sk − 1k=j)
(

[V B(s− 1k)− V B(s)]− [V B(s− 1j − 1k)− V B(s− 1j)]
)

Next, use the surplus sharing rule (ρ̃+ δ̃)[V B(s)− V B(s− 1j)]− (ρ̃+ δ̃)V S
j (s) = 0 and the
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supplier value function (9) to restate the above expression as:

[πB(s)− πB(s− 1j)]− τj(s)

+σB(s)θB
∑
k

νSk

(
[V B(s + 1k)− V B(s)]− V S

j (s + 1k)
)

−σB(s)θB
∑
k

νSk

(
[V B(s + 1k − 1j)− V B(s− 1j)]− V S

j (s)
)

+δ̃
∑
k

(sk − 1k=j)
(

[V B(s− 1k)− V B(s− 1k − 1j)]− V S
j (s− 1k)

)
−δ̃
∑
k

(sk − 1k=j)
(

[V B(s)− V B(s− 1j)]− V S
j (s)

)
= 0

Finally, use the surplus sharing rule to drop the destruction terms. Then re-arrange the

remaining terms and exploit the surplus sharing rule once more to obtain:

τj(s) = πB(s)− πB(s− 1j) + σB(s)θB
∑
k

νSk

(
[V B(s + 1k)− V B(s + 1k − 1j)]− V S

j (s + 1k)
)

− σB(s)θB
∑
k

νSk

(
[V B(s)− V B(s− 1j)]− V S

j (s)
)

= πB(s)− πB(s− 1j)

Since πB(s) = πT (s)−
∑J

j=1 sjτj(s), the above result implies the system of equations (A-8).

B Computation of the Model

We provide more details on the computation of our model below.

B.1 Steady State

We iterate on the market slackness measures θB, θS, and P to find the fixed point that defines

the steady state equilibrium. Conditional on these aggregate equilibrium objects, we start by

computing the value functions for both buyers and suppliers.

Buyer Value Function and Intensity Matrix The value function of each type i buyer is

defined on the state vectors (s1, s2) which indicates the number of type 1 and type 2 suppliers
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a buyer purchase from. We arrange the state vectors following the sequence (s1 = 0, s2 = 0),

(s1 = 1, s2 = 0), ..., (s1 = N1, s2 = 0), ... (s1 = N1, s2 = N2). To facilitate computation, we

set the maximum number of suppliers to be N1 = 5, N2 = 45. Overall the dimension of the

value function vector is (N1 + 1)× (N2 + 1).

We then start by constructing the continuous time intensity matrix QB. The intensity

matrix has sparse structure, with row elements adding up to zero.

• The diagonal of QB is the total hazard of leaving current state (s1, s2) (row)

– adding a supplier: −σB(s1, s2)(θ
B
1 + θB2 )

– losing a supplier: −δ̃(s1 + s2)

– exit the import market: −δB

• The off-diagonal element gives the hazard of entering next state (column)

– add a type 1 supplier: σB(s1, s2)θ
B
1 to state (s1 + 1, s2)

– add a type 2 supplier: σB(s1, s2)θ
B
2 to state (s1, s2 + 1)

– lose a type 1 supplier: δ̃s1 to state (s1 − 1, s2)

– lose a type 1 supplier: δ̃s2 to state (s1, s2 − 1)

– exit the import market: δB to state (0, 0)

• Boundary conditions

– When s1 = N1, no element in (s1 + 1, s2), the diagonal doesn’t include σB(s1, s2)θ
B
1 .

Similarly when s2 = N2, the diagonal doesn’t include σB(s1, s2)θ
B
2 .

– When s1 = 0, no element in (s1− 1, s2), when s2 = 0, no element in (s1, s2− 1), diagonal

automatically adjusted.

• In practice, we compress the state (s1, s2) into a single index I(s1, s2) = s1 ∗ (1 +N1) + s2.

We can then define the following states accordingly

– I(s1 + 1, s2) = I(s1, s2) + 1 if s1 6= N1

– I(s1, s2 + 1) = I(s1, s2) + (N1 + 1) if s2 6= N2

– I(s1 − 1, s2) = I(s1, s2)− 1 if s1 6= 0
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– I(s1, s2 − 1) = I(s1, s2)− (N1 + 1) if s2 6= 0

– Any elements in the vectors V B and sB can be indexed by I(s1, s2). Meanwhile, elements

in matrix QB can be indexed by [I(s1, s2), I(s′1, s
′
2)] with I(s′1, s

′
2) defined above.

• Given the intensity matrix QB, static payoff function πB(s1, s2;P ), and market slackness

θB, we can iteratively evaluate

κ′(σB(s1, s2)) = (s+ 1)γ
B

θB[νS1 (V B(s1 + 1, s2)− V B(s1, s2)) + νS2 (V B(s1, s2 + 1)− V B(s1, s2))]

∀(s1, s2)

where the value function can be expressed in matrix form as

~V B = [ρI−QB]−1[~πB − κB(~σ)]

until the value function ~V B and intensity matrix QB converge.

Buyer State Distribution A particularly convenient feature of defining the intensity ma-

trix QB is that we can now characterize the buyer steady state distribution, i.e. the measure

of buyers in each state (s1, s2).

~MB = [I + (QB)′]−11

The calculation above can be repeated for each type i of buyers, so we can obtain ~σBi , QB
i ,

and ~MB
i , ∀i.

Supplier Match-Specific Value Function We then compute the match-specific value of

a supplier-buyer pair Vji(s1, s2). Note that, from the supplier perspective, they will need to

additionally adjust for the hazard rate δS of her own exit. We outline the construction of

continuous time intensity matrix T S1i for type 1 supplier’s match below, T S2i can be constructed

in a very similar fashion.

• The diagonal of T S1i is the total hazard of the buyer leaving current state (s1, s2) (row)

– adding a supplier: −σBi (s1, s2)(θ
B
1 + θB2 )

– losing a supplier: −δ̃(s1 + s2)

– buyer exit the import market: −δB
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• The off-diagonal element gives the hazard of entering next state (column)

– add a type 1 supplier: σBi (s1, s2)θ
B
1 to state (s1 + 1, s2)

– add a type 2 supplier: σBi (s1, s2)θ
B
2 to state (s1, s2 + 1)

– lose a type 1 supplier, but not the supplier itself: δ̃(s1 − 1) to state (s1 − 1, s2)

– lose a type 2 supplier: δ̃s2 to state (s1, s2 − 1)

– buyer exits the import market: δB to state (0, 0)

– supplier exits the export market or relationship terminated: δ̃ to state (0, 0)

• Unlike QB
i , state (0, s2),∀s2 is absorbing since the match involving the type 1 supplier was

dissolved. So we set the row vector representing these states in T S1i all equal to zero.

• Equipped with T Sji, we can compute the match-specific value function in matrix form

~V S
ji = [ρI− T Sji]−1~τji, j = 1, 2

Given random match and equal weights on the type distribution of buyers, we can calculate

the expected value of a new match for supplier j

V S
j =

∑
i

(~νBi )′~Vji

where

~νBi =
(~σBi � ~MB

i )∑
i(~σ

B
i � ~MB

i )′1

We can then use the FOC of supplier search to find the optimal policy σSj (n), where n is

the number of buyers the supplier is already matched with

∂kS
(
σSj , n

)
∂σSj

= θSV S
j .

Supplier Intensity Matrix The intensity matrix of supplier is simpler, since the state

variable is n (number of buyers), where n = 0, 1, ..., N . For symmetry, we assume N = 50.

For each type j = 1, 2 supplier, we compute the following procedures.

• The diagonal of QS
j is the total hazard of leaving current state n (row)
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– adding a buyer: −σSj (n)θs

– losing a buyer: −(δ + δB)n

– exit the export market: −δS

• The off-diagonal element gives the hazard of entering next state (column)

– add a buyer: σSj (n)θs

– lose a buyer: (δ + δB)n

– exit the export market: δS to state 0

• Boundary conditions

– When n = 0, no chance of losing a buyer

– When n = N , no chance of adding a buyer

Supplier State Distribution Similar to the buyer side, we can then use QS
j to compute

the steady state supplier state distribution as

~MS
j = [I + (QS

j )′]−11

Finally, we can use ~σB, ~σS, ~MB, ~MS to update the market slackness θB and θS as well as the

aggregate price index P .

B.2 Transition Dynamics

We now describe the procedures of solving the transition dynamics from an initial steady state

to a new steady state with a permanent economic environment change (i.e., the expiration of

ATC). The basic idea involves the backward recursion of the value function (formerly defined

as the Hamilton-Jacobi-Equation) and the forward iteration of the mass of firms at each state

(formerly defined as the Kolmogorov forward equation). Again for clarity of notation, we

abstract from buyer type i in the description below.

• Take the value functions ~V B(T ) and ~V S(T ) and its associated policy functions ~σB(T ) from

the new terminal steady state. Similarly take industry state distribution ~MB(0) and ~MS(0)

from the initial steady state.
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• Now start with a guess of the sequence of {θB(t), θS(t), P (t)}Tt=0. In practice, we choose

small step of ∆t to discretize the time interval.

• We can construct the associated intensity matrix QB(T ) and T Sj (T ) with σB(T ), δ̃ and

θB(T ). We can also construct the buyer flow payoff function ~πB(T ) with P (T ).

• Update buyer value function with backward recursion and finite difference

ρ~V B(t−∆t) = ~πB(t)− c(~σB(t)) +QB(t)~V B(t−∆t) +
1

∆t
(~V B(t)− ~V B(t−∆t))

~V B(t−∆t) = [(ρ+
1

∆t
) ∗ I−QB(t)]−1[~πBt − c(~σB(t)) +

1

∆t
~V B(t)]

Given ~V B(t−∆t), we use the optimal search FOC to update ~σB(t−∆t) and the associated

QB(t −∆t) each step. Using the similar procedure outlined in the previous subsection on

steady state, we can construct T Sj (t−∆t) with the updated ~σB(t−∆t) and use it to compute

~V S
j (t−∆t) = [(ρ+

1

∆t
) ∗ I− T Sj (t)]−1[~τS(t) +

1

∆t
~V S
j (t)]

• Next start iterate forward from ~MB(0) to { ~MB(t)}, t > 0. Again we use finite difference

approximation

~MB(t+ ∆t) = ~MB(t) + (QB(t))′ ~MB(t)∆t

Combining ~MB(t), ~V S
j (t), and θS(t), we can solve for search intensity ~σS(t). Update implied

supplier intensity matrix QS(t) with ~σS(t), and iterate supplier distribution forward with

~MS(t+ ∆t) = ~MS(t) +QS(t)′ ~MS(t)∆t

• Use the ~MB(t), ~MS(t), ~σB(t), and ~σS(t) to update the guess of θB(t), θS(t), P (t), ∀t.
Repeat the above until the sequence of these aggregate equilibrium objects converge.

• Once these objects converge, we will also need to check to following

– whether the implied ~MB(T ) and ~MS(T ) is close enough to the terminal new steady state

– if not, increase T and restart everything
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C The moment weighting matrix

Our GMM estimator (equation 20) is based on a vector of sample moments with six com-

ponents: m̄′ = [m̄′1, m̄
′
2, m̄

′
3, m̄

′
4, m̄

′
5, m̄6] . Here m̄1 contains the buyers per supplier (BPS)

transition probabilities from Table 1, m̄2 contains the suppliers per buyer (SPB) transition

probabilities from Table 2, m̄′3 contains the BPS degree distribution from Table 3, m̄′4 con-

tains the SPB degree distribution from the same Table, m̄′5 contains the intra-firm supplier

share statistics reported in Table 4, and m̄6 is the ratio of total variable costs to total revenue

among U.S. apparel retailers. In this appendix we describe our construction of the associated

block-diagonal weighting matrix, component by component:

W = diag [cov(m̄1), cov(m̄2), cov(m̄3), cov(m̄4), cov(m̄5), var(m̄6)]
−1

C.1 Transition matrices

Consider first m̄1 and m̄2. Elements of these vectors are estimates of probabalities that

suppliers (described by m̄1) or buyers (described by m̄2) with i partners in period t will have j

partners in period t+ 1. They are sample analogs to the population transition probabilities:57

πBPSj|i = P (nBt+1 = j|nBt = i).

πSPBj|i = P (nSt+1 = j|nSt = i).

where nBt is number of buyers in year t, and nSt is number of suppliers in year t.

To derive covariance matrices for these vectors, it is convenient to reshape them as matrices.

For the BPS transition probabities, we write:

ΠBPS =



πBPS1|1 πBPS2|1 · · · πBPSK−1|1 πBPSK|1

πBPS1|2 πBPS2|2 · · · πBPSK−1|2 πBPSK|2
...

...
. . .

...
...

πBPS1|K−1 πBPS2|K−1 · · · π̂BPSK−1|K−1 π̂BPSK|K−1

πBPS1|K πBPS2|K · · · πBPSK−1|K πBPSK|K


57Here i and j refer to possible values for buyer and supplier counts. They should not be confused with

the i and j subscripts that appear in the text, which refer to buyer and supplier types.
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where K is the (topcoded) maximum number of buyers attainable by an individual supplier.

Replacing BPS superscripts with SPB superscripts gives our notation for the suppliers per

buyer transition matrix. There is no difference in our derivation of the covariance matrices

for the two sets of moments, so hereafter we will focus on buyers per supplier.

Next, re-state each row of ΠBPS in terms of cumulative probabilities:

FBPS =



πBPS1|1 πBPS1|1 + πBPS2|1 · · · πBPS1|1 + πBPS2|1 + · · ·+ πBPSK−1|1 1

πBPS1|2 πBPS1|2 + πBPS2|2 · · · πBPS1|2 + πBPS2|2 + · · ·+ πBPSK−1|2 1
...

...
. . .

...
...

πBPS1|K−1 πBPS1|K−1 + πBPS2|K−1 · · · πBPS1|K−1 + πBPS2|K−1 + · · ·+ πBPSK−1K−1 1

πBPS1|K πBPS1|K + πBPS2|K · · · πBPS1|K + πBPS2|K + · · ·+ πBPSK−1|K 1


,

and call the ith row of this matrix FBPS
i =

(
FBPS
1|i , FBPS

2|i , . . . , FBPS
K|i

)
, where FBPS

`|i = πBPS1|i +

πBPS2|i + · · · + πBPS`|i . Then the covariance matrix for the ith row of the sample analog to this

matrix, call it F̂
BPS

i , can be written as58

cov(F̂
BPS

i ) =
1

NS
i


FBPS
1|i (1− FBPS

1|i ) FBPS
1|i (1− FBPS

2|i ) · · · FBPS
1|i (1− FBPS

K|i )

FBPS
1|i (1− FBPS

2|i ) FBPS
2|i (1− FBPS

2|i ) · · · FBPS
2|i (1− FBPS

K|i )
...

...
. . .

...

FBPS
1|i (1− FBPS

K|i ) FBPS
2|i (1− FBPS

K|i ) · · · FBPS
K|i (1− FBPS

K|i )

 ,

where NS
i is the number of observations on firms with i clients that we use to construct Π̂

BPS

i .

Finally, since F̂
BPS

i is a linear transformation of Π̂
BPS

i , the variances of Π̂
BPS

i can be easily

58Suppose we wish to calculate the covariance between two sample-based cumulative probabilites, F̂q =

F̂ (xq) and F̂m = F̂ (xm). These are calculated at chosen cutoffs xm and xq ≥ xm using a sample of n draws
from the distribution F (X). Then

cov(F̂q,F̂m) = E
(
F̂qF̂m

)
− E(F̂q)E

(
F̂m

)
= E

[∑
i I{Xi≤xq}

∑
j I{Xj≤xm}

n2

]
− FqFm

= E

[∑
i

∑
i 6=j I{Xi≤xq}I{Xj<xm}

n2

]
+ E

[∑
i I{Xi≤xm}

n2

]
− FqFm

=

[
n(n− 1)FqFm

n2

]
+

[
nFm
n2

]
− FqFm =

Fm (1− Fq)
n

Note that larger probability is always the one subtracted from 1.
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recovered. Specifically, since we can write
(
Π̂
BPS

i

)′
= A·

(
F̂
BPS

i

)′
where

A =



1 0 0 · · · 0

−1 1 0 · · · 0

0 −1 1 · · · 0
...

...
...

. . . 0

0 0 −1 1


,

the covariance matrix for the (transposed) ith row of Π̂BPS is

ΨBPS
i = cov

[(
Π̂
BPS

i

)′]
= A·cov

[(
F̂
BPS

i

)′]
·A′.

If we were to use all elements of the sample transition matrix Π̂
BPS

as targets, the asso-

ciated sample moment vector would be:

vec

[(
Π̂
BPS

)′]
=



(
Π̂
BPS

1

)′(
Π̂
BPS

2

)′

(
Π̂
BPS

K

)′


K2×1

And treating F̂
BPS

i and Π̂
BPS

i as independent of F̂
BPS

j and Π̂
BPS

j , j 6= i, the covariance for

this vector would be:

cov

(
vec

[(
Π̂
BPS

)′]) def
= ΨBPS =



ΨBPS
1 0 0 · · · 0

0 ΨBPS
2 0 · · · ...

0 0 ΨBPS
3 0

...
...

...
...

. . . 0

0 · · · · · · 0 ΨBPS
K


K2×K2

However, for two reasons, we exclude some elements of Π̂
BPS

from m̄1. First, each row of

Π̂
BPS

sums to one, so Π̂
BPS

contains some redundant information and ΨBPS is singular.
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Second, Π̂
BPS

contains many zeros in cells more than 2 positions from on the diagonal, since

few firms dramatically change their client counts from period to period. We therefore keep

only 2 elements on each side of the diagonal, as well as the diagonal itself.

Specifically, for any given initial state, nBt = i, 2 < i < K − 1, we include π̂BPSi−2|i, π̂
BPS
i−1|i,

π̂BPSi|i , π̂BPSi+1|i, and π̂BPSi+2|i in m̄1. So out of the ith matrix, ΨBPS
i , we use the 5× 5 submatrix:

Ψ̃BPS
i = cov[πBPSi−2|i, π

BPS
i−1|i, π

BPS
i|i , πBPSi+1|i, π

BPS
i+2|i]

=



ΨBPS
i,(i−2,i−2) ΨBPS

i,(i−1,i−2) ΨBPS
i,(i ,i−2) ΨBPS

i,(i+1,i−2) ΨBPS
i,(i+2,i−2)

ΨBPS
i,(i−2,i−1) ΨBPS

i,(i−1,i−1) ΨBPS
i,(i,i−1) ΨBPS

i,(i+1,i−1) ΨBPS
i,(i+2,i−1)

ΨBPS
i,(i−2,i ) ΨBPS

i,(i−1,i) ΨBPS
i,(i,i) ΨBPS

i,(i+1,i) ΨBPS
i,(i+2,i )

ΨBPS
i,(i−2,i+1) ΨBPS

i,(i−1,i+1) ΨBPS
i,(i,i+1) ΨBPS

i,(i+1,i+1) ΨBPS
i,(i+2,i+1)

ΨBPS
i,(i−2,i+2) ΨBPS

i,(i−1,i+2) ΨBPS
i,(i ,i+2) ΨBPS

i,(i+1,i+2) ΨBPS
i,(i+2,i+2)


For the boundary cases i ≤ 2 and i ≥ K−1, we truncate the vector [πBPSi−2|i, π

BPS
i−1|i, π

BPS
i|i , πBPSi+1|i, π

BPS
i+2|i]

as needed and adjust the associated covariance matrix Ψ̃BPS
i accordingly.59 In total, we end

up with 70 moments in m̄1 (and, of course, the same number of moments in m̄2).

Collecting these moments and assuming the elements of Π̂
BPS

are not correlated across

rows, the block-diagonal covariance matrix for all of the BPS transition probabilities of in-

terest is:

cov(m̄1) =



Ψ̃BPS
1 0 0 · · · 0

0
. . . 0 · · · ...

0 0 Ψ̃BPS
i 0

...
...

...
...

. . . 0

0 · · · · · · 0 Ψ̃BPS
K


(3K−2)×(3K−2)

Replacing population transition probabilities ΠBPS with sample transition probabilities Π̂
BPS

,

we obtain our estimator for cov(m̄1). And by the same logic, replacing all BPS superscripts

with SPB superscripts gives our estimate of cov(m̄2).

59For example, Ψ̃BPS
2 = [πBPS1|2 , πBPS2|2 , πBPS3|2 , πBPS4|2 ] and Ψ̃BPS

k−1 = [πBPSk−3|k−1, π
BPS
k−2|k−1, π

BPS
k−1|k−1, π

BPS
k|k−1].
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C.2 Degree distributions

In addition to elements of the transition matrices, we target the degree distributions presented

in Table 3.60 These are collected in m̄3 and m̄4 which correspond to the supplier and buyer

degree distributions, respectively. As with the transition probabilities, our expressions apply

equally to buyers and suppliers, so we limit our exposition to the buyers per supplier degree

distribution.

Define the cumulative cutoffs of the cumulative distribution of firms to be (c1, c2, ..., ck) .

(These correspond to the leftmost column of Table 3.) Call the observed fraction of sellers with

at most c1 partners ĜBPS
1 , the fraction with at most c2 partners ĜBPS

2 and so on. Then relying

on results used above, the covariance matrix for the vector Ĝ
BPS

=
(
ĜBPS

1 , ĜBPS
2 , ...ĜBPS

k

)
takes the form:

cov(Ĝ
BPS

) =
1

NS


GBPS

1 (1−GBPS
1 ) GBPS

1 (1−GBPS
2 ) · · · GBPS

1 (1−GBPS
k )

GBPS
1 (1−GBPS

2 ) GBPS
2 (1−GBPS

2 ) · · · GBPS
2 (1−GBPS

k )
...

...
. . .

...

GBPS
1 (1−GBPS

k ) GBPS
2 (1−GBPS

k ) · · · GBPS
k (1−GBPS

k )

 (A-10)

where the total number of observations on suppliers is NS. Hence, cov(m̄3) = cov(Ĝ
BPS

),

cov(m̄4) = cov(Ĝ
SPB

), and we can approximate both objects by replacing the cumulative

probabilities that underly them with their sample analogs.

C.3 Within-buyer shares

Finally, m̄5 contains the within-buyer market shares reported in Table 4. The variances of

the shares of the top seller that we observe among buyers with two suppliers, three suppliers,

and four suppliers can reasonably be treated as independent of one another, since they are

constructed from different sets of firms. Accordingly, we use their sample variances directly

to construct cov(m̄5).

60The degree distributions in Table 3 are related to the transition matrices in Tables 1 and 2. In fact, in a
stationary equilibrium, if one had access to the complete transition matrices (without topcoding), one could
construct them from the transition matrices. We do not attempt to account for the correlation between our
transition matrix moments and degree distribution moments in our weighting matrix.
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D A Mechanical Model

In this section, we describe and estimate a mechanical search model with similar structure to

that of our baseline model with endogenous search. We then compare the performance of the

mechanical model with the performance of our baseline model.

D.1 Model structure

Let there be I intrinsic buyer types, each with its own intrinsic visibilities,
(
σB1 , σB2 , · · · , σBI

)
.

Analogously, let there be J intrinsic supplier types with visibility levels
(
σS1 , σS2 , · · · , σSJ

)
.

Further let
(
nB1 , nB2 , · · · , nBI

)
and

(
nS1 , nS2 , · · · , nSJ

)
be the associated exogenous

measure of each type of potential buyer and supplier. Accordingly, the probability that a

randomly chosen match is between a type-i buyer and a type-j supplier is υBi υ
S
j where

υBi =
σBi n

B
i∑

i′

σBi′ n
B
i′

and υSj =
σSj n

S
j∑

i′

σBj′n
B
j′

.

The arguments of the equilibrium measures, θB = m(HS ,HB)
HB and θS = m(HS ,HB)

HS , are HB =∑
i′

σBi′ n
B
i′ and HS =

∑
j′

σBj′n
B
j′ . In contrast to the baseline behavioral model, aggregate search

effort and matching hazards are exogenous objects because agents’ connections do not affect

their search intensities.

Next, following the notation of the baseline model, let the current measures of buyers in

a particular state s be
[
MB

1 (s),MB
2 (s), ...,MB

I (s)
]
, where s is a J × 1 vector counting buyers’

numbers of connections with each type of supplier. And let the measures of supplier in a

particular state b across types be
[
MS

1 (b),MS
2 (b), ...,MS

I (b)
]

where b is an I × 1 vector

counting the number of connections with buyers of each type.

All relationships end with exogenous hazard δ and buyers and suppliers die with exogenous

hazards δB and δS. Letting δ̃ = δ + δS, the equation of motion type-i buyers with s suppliers
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is:

ṀB
i (s) =

∑
j

[
σBi θ

BυSjM
B
i (s− 1j) + δ̃(sj + 1)MB

i (s + 1j)
]

(A-11)

−
[
σBi θ

B + δ̃nB(s) + δB
]
MB

i (s).

s ∈ S; i = 1, ..., I

The set of type-i buyers in state s gains a member whenever any of the MB
i (s − 1j) buyers

in state s − 1j gains a type-j supplier, which occurs with hazard σBi θ
B. Similarly, it gains a

member whenever any of the MB
i (s+1j) buyers in state s+1j loses a type-j supplier because

of exogenous attrition, which occurs with hazard δ̃(sj +1). By analogous logic, the group loses

existing members that either add a supplier (with hazard σBi θ
B) or lose one (with hazard

δ̃nB(s)). The group also loses an existing member if it is hit by the death shock δB.

The measure of buyers of type i with s = 0 suppliers evolves according to:

ṀB
i (0) = δB

∑
s6=0

MB
i (s) + δ̃

∑
j

MB
i (1j)− σBi θBMB

i (0) i = 1, ..., I (A-12)

Replacing S with B, s with b, and i with j in equations (A-11) and (A-12) gives the corre-

sponding equations of motion for measures MS
j (b) of suppliers.

D.2 Estimation

While we will estimate a large number of search intensity parameters, for comparability we

use the number and distribution of types from the baseline model. We assume that buyer

types are of uniform measure and sum to one:
∑
s∈SM

B
i (s) = 1/30 for all i. As in the baseline

we assume that there are two supplier types, and estimate the relative measure of suppliers

and the fraction of high-type suppliers.

D.2.1 Degree distributions

Setting ṀS
j (b) = 0 for all s ∈ S; i = 1, ..., I and ṀB

i (s) = 0 for all b ∈ B; j = 1, ..., J ,

we obtain a system of equations that can be solved for the steady state levels of MS
j (b) and

MB
i (s), as in the behavioral version of the model. With this solution in hand, we can calculate

the fraction of type-i buyers with c suppliers and the fraction of type-j suppliers with c clients
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as:

fBi (c) =
∑
s|sι=c

MB
i (s), fSj (c) =

∑
b|bι=c

MS
j (b)

where ι is a J × 1 (or I × 1) vector of ones in the buyer (or supplier) expression. Aggregating

across buyer types yields the measure of buyers and suppliers with c partners:

CB(c) =
∑
i

nBi f
B
i (c), CS(c) =

∑
j

nSj f
S
j (c)

These expressions directly imply the degree distributions for each side of the market.

D.2.2 Transitions

Regardless of a buyer’s type and current state, the hazard with which it will lose one of its

c clients is (δ + δS)c, and the hazard with which it will lose all of its clients is δB. Likewise,

the hazard with which a type-i buyer gains a client is always σBi θ
B. Accordingly, pooling all

buyer types, the hazards of jumping from c clients down to c − 1 or 0, or up to c + 1 clients

are state-independent:

λB(c− 1|c) = (δ + δS)c and

λB(0|c) = δB and

λB(c+ 1|c) =
∑
i

σBi θ
B

(
fBi (c)nBi∑
i′ f

B
i′ (c)n

B
i′

)
,

And analogous expressions hold on the supplier side of the market:

λS(c− 1|c) = (δ + δB)c and

λS(0|c) = δS and

λS(c+ 1|c) =
∑
j

σSj θ
S

(
fSj (c)nSj∑
j′ f

S
j′(c)n

S
j′

)
,

These hazards can be fed through an intensity matrix to calculate analogs to observed

transition rates and degree distributions for buyers and suppliers, unconditional on their

types. For each supplier type and each buyer type, the common death rates δ, δS, δB and

one type-specific parameter (σBi or σSj ) govern the transitions and thus also the steady state
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Figure 14: Mechanical model estimated search intensities

number of connections. These transitions also help identify the relative fraction of the two

supplier types and the relative share of potential suppliers to buyers.

D.2.3 Results

We estimate 30 buyer search intensity parameters σBi , and two supplier search intensity haz-

ards σSj . Search intensity results are presented in Figure 14. Firm types display widely

varying search behavior, with the most intensively searching buyer type searching more than

fifty times harder than the least intensively searching buyer type. Most buyer types search

at a low intensity, while about a third searching at higher intensities, a two types searching

at very high intensity. In addition we estimate the exogenous share of the high-type supplier

(the one that searchers more intensely) to be 3.7%, and the exogenous relative measure of

suppliers as 8.7.

We cannot directly compare the fit metric of the mechanical model with that of the baseline.

First, the mechanical model is fit on a smaller number of moments. Second the models are

not nested. The mechanical model has more parameters (34 vs 8), but it does not characterize

buyer-seller transfers, and it does not allow for changes in search intensity with changes in

the client portfolio.61

The objective function of the fitted mechanical model is 6,643.8. The objective function

of the baseline model, only calculated on the moments used to fit the mechanical model, is

61Allowing for changes in search intensities with client number would have saturated the moments we are
fitting the models on.
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6,746.7. The baseline model fit is only 1.5% higher than that of the mechanical model, even

though it has far fewer parameters, and even though we have not re-estimated its parameters

using the mechanical model’s truncated moment vector. The reason the baseline is able to

perform so well is that firms endogenously change search intensity as they accumulate clients

and this pattern is fully consistent with the mechanical model’s findings.

D.3 Mechanical model counterfactuals

We generate the effect of the 2004 easing of apparel imports from China in our mechanical

model to compare with the baseline model. We perform exactly the same experiment as we

do in the baseline model, increasing the potential low-type suppliers by the same amount.62

We summarize the results of this experiment in Table 8. In the mechanical model, buyers do

Table 8: Effect of 2004 policy shock, baseline model and mechanical model

Baseline % Change Mechanical % Change
measure, active low-ξ suppliers 33.9 41.8
measure, active high-ξ suppliers -3.9 -3.0
measure, active buyers -2.4 2.9
number of suppliers per buyer 7.1 15.1
high-ξ suppliers per buyer -22.0 -18.2

not adjust their search effort down to adjust for the worsened pool of suppliers. The number

of active buyers thus goes up in the mechanical model, and down in the baseline. Low-ξ

suppliers increase more in the mechanical model, as they do not adjust their search effort

down to compensate for the tighter market. High-ξ supplier, on the other hand, fall more

in the baseline, as they reduce their search effort due to the tighter market. Summing up,

endogenous search has an economically important effect on the equilibrium predictions of the

model.

E Model with match-specific shocks and fixed costs

In this appendix we develop and estimate a variant of our model that allows for match-

specific shocks and fixed costs. Our main objective is to explore the implications of allowing

62The amount of the increase was chosen so that the baseline increase in the total number of suppliers
matched the jump in the number of suppliers in the data. In the mechanical model, we increase the number
of potential low-type suppliers by the this same amount. The goal is not to match the data, but rather to
compare the mechanical model with the baseline model.
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for the endogenous destruction of low-value matches. This formulation resembles the canon-

ical Mortensen and Pissarides (1994) model, relabeling employers as buyers and workers as

suppliers. But unlike that model, it endogenizes search efforts and shuts down macro shocks.

E.1 Model Outline

To keep this model tractable, we make two simplifying assumptions. First, we impose that

the elasticity of substitution across retailers is the same as the within-retailer elasticity of

substitution across products (η = α). This makes each supplier’s contribution to a buyer’s

gross surplus independent of the contributions of all other suppliers:

πTi (s) =
E

ηP 1−η

[
J∑
j=1

(
η

η − 1

)1−η

sj c̃
1−η
ij

]
µη−1i =

∑
j

sjπ
T
ij, (A-13)

where πTij = E
ηP 1−η

(
η
η−1

)1−η
c̃1−ηij µη−1i is the match-specific surplus. Accordingly, buyers bar-

gain with of each of their suppliers without regard to the outcome of their bargaining with

other suppliers.

Second, we shut down visibility effects on both sides of the market (γB = γS = 0). Without

this assumption, agents would need to keep track of the partners they are matched with,

and the current state of each of their matches, since these would affect their expectations

regarding their future visibility. In consequence, the dimension of the state space would

become unmanageably large.

E.1.1 Match values

To incorporate match-specific shocks and fixed costs, we follow Mortensen and Pissarides

(1994). Let ε be a multiplicative shock to gross match profits, πTij, with arrival hazard λ and,

conditional on arrival, distribution function G(ε). Further, assume the ε realizations are i.i.d.

across matches and time. Finally, assume that suppliers must pay a flow fixed cost, F , to

maintain a match.

With these additional model features, the flow value to a type-i buyer of a match with a

type-j supplier in state ε becomes:

(ρ+ δ + δB + δS)V B
ji (ε) = πTijε− τji(ε) + λ

∫ (
max{V B

ji (x), 0} − V B
ji (ε)

)
dG(x), (A-14)
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where τji(ε) is the portion of the flow match surplus the buyer transfers to the supplier.

Similarly, the flow value of a match for a type-j supplier matched with a type-i buyer in state

ε is:

(ρ+ δ + δB + δS)V S
ji (ε) = τji(ε)− F + λ

∫
max{V S

ji (x), 0} − V S
ji (ε)dG(x) (A-15)

E.1.2 Bargaining

Since match surpluses are independent of each other, the bargaining game in this version of

the model is simpler than in the baseline model. Match by match, the Nash bargaining solves:

max
τij(ε)

[
V S
ji (ε)− 0

] [
V B
ji (ε)− 0

]
(A-16)

Thus the usual sharing rule obtains:

V S
ji (ε) =V B

ji (ε) (A-17)

Substituting equations (A-14) and (A-15) into (A-17), we obtain the optimal transfer:

τji(ε) =
πTijε+ F

2
(A-18)

So the supplier is partly compensated for bearing the fixed costs of sustaining the match.

E.1.3 Shock cutoffs

The total value of the surplus, Sij(ε) = V S
ji (ε) + V B

ji (ε), increases monotonically in ε. And

since each party to the match receives a fraction of its total value, there is a shock cutoff

value, ε∗ij, below which the buyer and the supplier terminate the match by mutual agreement.

Using equations (A-18) and (A-14), one can express the total value of the match to the buyer

at ε = ε∗ as:63

0 = (πTijε
∗
ij − F ) + λ

∫ ∞
ε∗ij

πTij(x− ε∗ij)
ρ+ δ + δB + δS + λ

dG(x) (A-19)

63First evaluate equation (A-14) at ε = ε∗ij , use V Bji (ε∗ij) = 0, and substitute out τji(ε
∗) using equation

(A-18). Then, subtract the resulting equation from equation (A-14) and solve for the buyer value function.
Finally, weight this function by dG(x) and integrate the result over ε ≥ ε∗ to get the buyer’s match continuation
value. Using this continuation value, equation (A-19) obtains.
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Given F (x), this equation implicitly determines ε∗. For example, if the shock is log-normally

distributed with mean 0 and variance σ2, the cutoff value solves:

0 = (πTijε
∗
ij − F ) + λπTij

(
E[ε|ε > ε∗ij]− ε∗ij

) (
1− Φ

(
ln ε∗ij
σ

))
ρ+ δ + δB + δS + λ

, (A-20)

where Φ() is the standard normal distribution function, and the conditional expectation of ε

is:

E[ε|ε > ε∗ij] = e
σ2

2

Φ
(
σ − ln ε∗ij

σ

)
1− Φ

(
ln ε∗ij
σ

)
.

(A-21)

E.1.4 Match surplus

Each new match begins with a random draw from G(ε), and prior to its formation, buyers

and suppliers cannot foresee the associated ε realization. So their search intensities depend

upon expected match values, E [Sij(ε)]. Given G(ε) and ε∗ij, one can calculate these objects

as functions of the non-stochastic components of flow surpluses, πTij.

To see this, note that the flow value equation,

(ρ+ δ + δB + δS)Sij(ε) = πTijε− F + λ

∫
[max{Sij(x), 0} − Sij(ε)] dG(x),

can be re-stated as

(ρ+ δ + δB + δS + λ)Sij(ε) = πTijε− F + λ(1−G(ε∗ij))E
[
Sij(ε)|ε > ε∗ij

]
Taking conditional expectations over εij > ε∗ij, defining φij = G(ε∗ij), and collecting terms

yields:

E
[
Sij(ε)|ε > ε∗ij

]
=

1

(ρ+ δ + δB + δS + λφij)

(
πTijE[ε|ε > ε∗ij]− F

)
,

implying E [Sij(ε)] =
1−φij

(ρ+δ+δB+δS+λφij)
·
(
πTijE[ε|ε > ε∗ij]− F

)
.

E.1.5 Optimal search

With constant returns (α = η) and without visibility effects (γB = γS = 0), buyers’ and

suppliers’ search efforts do not depend upon their current set of connections. They simply
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equate the marginal cost of search to the expected payoff from forming a match, adjusted for

matching hazard per unit search:

dκB(σBi )

dσBi
= θB

1

2

J∑
j=1

νSj E [Sij(ε)] (A-22)

dκS(σSj )

dσSj
= θS

1

2

I∑
i=1

νBi E [Sij(ε)] (A-23)

These first-order conditions imply policy functions for σSj and σBi that vary only with exoge-

nous buyer and supplier types (c̃i, µi) and matching hazards (θS, θB). Hence this version of

the model is closely related to the mechanical model discussed in Appendix 5.1 above. And

since the solution algorithm is essentially the same, we do not repeat it here.

E.2 Market equilibrium

This subsection characterizes the market’s steady state equilibrium. We make the same nor-

malization as the baseline model, in which
∑
MB

i = 1, and the measure of potential suppliers

per potential buyer, MS =
∑

jM
B
j , is a parameter to be estimated. Then, the only missing

pieces are the market aggregates and market slackness. With the difference that buyer search

is independent of its state, the overall visibility of buyers is the same as in the baseline model:

HB =
I∑
i=1

∑
s∈S

HB
i (s) =

I∑
i=1

∑
s∈S

σBi M
B
i (s) (A-24)

Then, given the normalization of the buyer measure, compute the overall visibility of suppliers

as:

HS =
J∑
j=1

σSj ν
S
j N

S (A-25)

Finally, the measure of matches per unit time and the market slackness are given by the

same expressions as in the baseline model.
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E.3 Computation of the Model

This subsection describes how to compute the transition/intensity matrices. For the buyers

we can still characterize an intensity matrix. For the suppliers we compute the “expected”

intensity matrix given that supplier transitions now depend on the type(s) of buyers they are

matched with. Therefore, the relevant intensity matrix for suppliers is one in which its entries

compute the average hazard when suppliers have a certain number of partners.

E.3.1 Buyer intensity matrix

Adjusting the buyer intensity matrix to account for the endogenous match destruction is

straightforward. We now need to keep track of the possibility of matches being destroyed

from the match-specific shock. Also, note that the optimal buyer search is independent of the

state and only depends on buyer type. Define the buyer intensity matrix, QB, with the same

dimensions as in the baseline model.

• The diagonal of QB is the total hazard of leaving current state (s1, s2) (row)

– adding a supplier: −σB(θB1 + θB2 )

– losing a supplier: −δ̃(s1 + s2)− λφi1s1 − λφi2s2

– exit the import market: −δB

• The off-diagonal element gives the hazard of entering the next state (column)

– add a type 1 supplier: σBθB1

– add a type 2 supplier: σBθB2

– lose a type 1 supplier: δ̃(s1 + s2 + 1) + λφi1(s1 + 1)

– lose a type 2 supplier: δ̃(s1 + s2 + 1) + λφi2(s2 + 1)

– exit the import market: δB to state (0, 0)

• Boundary conditions

– When s1 = N1, no element in (s1 + 1, s2), the diagonal doesn’t include σBθB1 . Similarly

when s2 = N2, the diagonal doesn’t include σBθB2 .

– When s1 = 0, no element in (s1− 1, s2), when s2 = 0, no element in (s1, s2− 1), diagonal

automatically adjusted.
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E.3.2 Supplier Intensity Matrix

Unlike the baseline model, supplier transitions depend on the type(s) of the buyer they are

matched with. Using only the buyer’s intensity matrix we can get the mass of steady state

matches between any two types i and j. By extension, we can compute the unconditional

probability of any match involving supplier type j of being with a buyer type i, which we call

Pj(i). This is not generically the same as the probability of meeting a particular buyer type

νij, because different types of relationship now end with different hazards. Consider a typical

row m in the intensity matrix. The cell (m,m + 1) is simply σjθS, since search behavior is

independent of state. The cell (m,m− 1) is given by the expression:

m(δ + δB) +
m∑
k=1

φij(k)

The first term is the exogenous match death hazard, and the second is the endogenous death

hazard. We would like to compute the aggregate transition matrix for suppliers, so we would

like to know the average hazard for suppliers with m partners. Since all matching is random,

the expectation of the last expression with respect to the unconditional probability of buyer

types is:

m
(
δ + δB + EPj [φij]

)
The rest of the intensity matrix is standard. Once the aggregate intensity matrix is com-

plete, we can derive both the transition matrix for buyers per supplier and the steady state

distribution of buyers per supplier and other moments.

E.4 Model performance

This subsection discusses the performance of the match shock model. Parameters are fit to

all moments from the baseline model, as well as one additional moment. In order to identify

fixed costs, we add the slope coefficient from a regression of the probability of match death

on the log number of buyers of the supplier associated with the match.64 Since we shut down

visibility effects, we estimate two fewer parameters. In order to recover a bit of flexibility, we

allow search costs to differ between buyers and suppliers. We also add two parameters related

to match shocks and match destruction: the standard deviation of shocks which are assumed

64The data regression also includes the log number of suppliers of the buyer associated with the match.
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to be distributed log-normal with mean zero, and a fixed cost normalized as a fraction of the

price index. We follow Eaton et al. (forthcominga) and set the arrival rate of match shocks

to four.65 We thus have nine parameters to estimate, one more than in the baseline.

Table 9: Parameter Estimates and Fit for Baseline, Match Shock, and No Dispersion
Models

Model
Parameter Baseline Match Shock No Dispersion
Buyer search cost scalar 0.009 0.031 0.024

(0.003) (0.013) (0.010)
Supplier search cost scalar same as buyer 0.005 0.004

(18.880) (90.191)
Buyer visibility parameter 0.320 — —

(0.041) — —
Seller visibility parameter 0.230 — —

(0.046) — —
Share of high-type suppliers 0.030 0.014 0.015

(0.002) (0.0001) (0.0002)
High-type supplier cost advantage 0.454 0.051 0.043

(0.006) (0.002) (0.002)
Buyer type dispersion 7.428 4.061 5.677

(2.508) (0.194) (0.285)
Supplier to buyer ratio 4.203 42.504 48.291

(0.728) (1.247) (1.805)
Within-store elasticity calibrated 1.922 1.857

(0.015) (0.014)
Cross-store elasticity 2.432 same as within same as within

(0.728) — —
Match shock scale — 0.154 0.000

(1.530) —
Fixed cost (shr. of median match surp.) — 0.016 0.042

(0.001) (0.152)
Match death moment (data: –0.0119) — –0.009 0.000
Objective function 11,346.79 18,702.27 19,841.27

Table 9 presents the estimated parameters and fit compared with the baseline. Figure

15 presents the detailed fit of the match shock model against the data. There are a number

of differences in the parameter estimates. In the match shock model, supplier search cost is

much lower than buyer search cost, cross- and within-store elasticities are estimated much

65Since firms are risk neutral, we cannot separately identify the match shock arrival and scale without
adding moments from the evolution of match sales.
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lower, and there are many more potential suppliers per buyer. The model is using these

parameters in an attempt to generate the large buyers which the baseline model does via the

visibility effects. The fixed costs are not large in absolute value. They are only 1.6 percent of

median match surplus. They do, however, induce selection. The lowest third of buyer types

are always rejected by low-type suppliers, and the next 17% are only accepted if the match

shock is high enough. The 50 percent of buyer types with the highest market appeal accept

low-type suppliers regardless of their state. As the top 50 percent of buyer types generate

96.3 percent of all visibility (and thus matches), only 3.5 percent of matches are subject to

endogenous separation.

The overall fit of the match shock model is significantly worse than the baseline model

(18,702.27 vs 11,346.79).66 In the lower left panel of Figure 15, the match shock model

misses the decrease in payments per supplier as buyers grow large. This is due to the lack

of decreasing returns in the match shock model. As expected, the match death probability

regression coefficient is negative due to endogenous match death. The magnitude is a bit

smaller in absolute value than what we see in the data. Because our match shock model

requires constant returns to scale on both sides of the market, it does not nest our baseline

model. In order to gauge the extent to which endogenous match destruction affects model

performance, we instead shut down match shocks by setting the match shock dispersion to

(only slightly above) zero. The results of this “no dispersion” experiment are reported in

column three of Table 9. One effect of shutting down match shocks is that the regression

of match death probability on number of seller partners becomes zero. This confirms our

intuition, as the only margin which generates differential match death across seller types

is that low-type sellers sometimes endogenously drop low-state buyers. It also means that

the no dispersion model has no hope of fitting the match death regression coefficient. The

overall fit of the no dispersion model is 6.1 percent worse than the match shock model. Not

much is different between the match shock model parameter estimates and the no dispersion

estimates, however, except that fixed costs are poorly identified, and that match dispersion is

reintroduced into the model through more dispersion among buyer types. We do not include

the moment plot figures corresponding to Table 15 for the no dispersion model, because the

figures are virtually identical to those from the match shock model.

66For comparison, we present the fit of the baseline model with the extra moment we added in estimating
the match shock model. Adding this model does not change the baseline best fit parameters. As death hazards
are exogenous and there is no endogenous match separation, the baseline will deliver a regression coefficient
of zero for all sets of parameters.
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Figure 15: Match Shock Model: Data-based versus model-based moments
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F Heterogeneous match death hazards

In this section, we estimate a version of our baseline model in which match death hazards are

allowed to vary by supplier type.

F.1 Value functions

The value functions for this model are the same as those in the baseline model, up to the flow

value of the buyer. With heterogeneity in supplier death hazards:

(ρ+ δB)V B
i (s) =πBi (s)−

J∑
j=1

sjτji(s)− kBs (σBi , n
B) + σBi (s)θB

J∑
j=1

υSj
[
V B
i (s + 1j)− V B

i (s)
]

+
J∑
j=1

(
δj + δS

)
sj
[
V B
i (s− 1j)− V B

i (s)
]

(A-26)

where 1j is a J × 1 vector with jth element 1 and 0’s elsewhere and υSj =
∑

b∈B υ
S
j (b) is the

probability that the next supplier the buyer meets will be type-j. The only difference with

the baseline model is that the match death hazard δj has a j subscript, and is inside of the

summation across supplier types in the last term. The necessary condition for the buyer’s

optimal search is:

∂kB
(
σBi , n

B
)

∂σBi
= θB

J∑
j=1

vSj
[
V B
i (s + 1j)− V B

i (s)
]
. (A-27)

We make a similar modification to the value function for a supplier of type j matched with a

buyer of type i:

(ρ+ δj + δB + δS)V S
ji (s) = τji(s) + σBi (s)θB

J∑
k=1

υSk
[
V S
ji (s + 1k)− V S

ji (s)
]

(A-28)

+
J∑
k=1

(
δk + δS

)
(sk − 1k=j)

[
V S
ji (s− 1k)− V S

ji (s)
]

(A-29)

As search is random, the expected value of a supplier’s next relationship is:

V S
j =

∑
i

∑
s∈S

υBi (s)V S
ji (s). (A-30)
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And the necessary condition for optimal search is:

∂kS
(
σS, nS

)
∂σS

= θSV S
j . (A-31)

F.2 Laws of Motion

Change in the measure of buyers of type i with profile of s 6= 0 is:

ṀB
i (s) =

∑
j

[
σBi (s− 1j)θ

BυSjM
B
i (s− 1j) + (δj + δS)(sj + 1)MB

i (s + 1j)
]

−

[
σBi (s)θBMB

i (s) +

(
δB +

∑
j

(δj + δS)sj

)
MB

i (s)

]
, s ∈ S; i = 1, ..., I.

(A-32)

And the same for s = 0:

ṀB
i (0) = δB

∑
nB(s)6=0

MB
i (s) +

∑
j

(
δj + δS

)
MB

i (1j)− σBi (0)θBMB
i (0) i = 1, ..., I (A-33)

On the supplier’s side:

ṀS
j (b) =

∑
k

[
σSj (b− 1k)θ

SυBk M
S
k (b− 1k) +

(
δj + δB

)
(sk + 1)MS

j (b + 1k)
]

−

[
σSj (b)θSMS

j (b) +

(
δS +

(
δj + δB

)∑
k

sk

)
MS

j (b)

]
,b ∈ B; j = 1, ..., I.

(A-34)

And for b = 0:

ṀS
j (0) = δS

∑
nS(b) 6=0

MS
j (b) +

∑
k

(
δj + δB

)
MS

j (1k)− σSj (0)θSMS
j (0) j = 1, ..., J (A-35)

Aggregate mass of buyers and suppliers, search effort, and matching hazard calculations are

as in the baseline model.

F.2.1 Identification

In the baseline, we use the average match death probability observed in the data to back out

δ. Since there are two supplier types, each with a δj, we need an additional moment to identify

the additional parameter. In our data, we regress a match death dummy (Dijt+1) on the log
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of the supplier’s buyer count (NB
jt ) the log of the buyer’s seller count (NS

it ), and annual time

effects (τt):

Dijt+1 = βNB lnN
B
it + βNS lnN

S
jt + τt + εijt. (A-36)

The estimated value of βNB is our additional target. This helps identify the two δj’s because

suppliers with more matches are likely to be of the lower marginal-cost type.

The model average hazard of a match ending is:

δ̄ =

∑
s (δ1|s1|+ δ2|s2|)M b(s)∑

s |s|M b(s)
+ δB + δS (A-37)

That is, it is the average hazard of a match death shock added to the hazard that the buyer

dies and the hazard that the supplier dies. Given the match death hazard of one supplier type,

we set the match death hazard of the other type to perfectly match the observed average death

hazard (see Table 11 below).

We recover the regression coefficient in our model by regressing a match death dummy

(Dijt+1) on the log of the seller’s buyer count (NB
it ). We do not include the buyer’s seller

count or annual time effects because these have no effect on death hazards in our model, by

construction.

F.3 Results

Table 10 compares results from our baseline model also reported in Table 5 with results from

estimating the heterogeneous match death hazard model.

Table 10 shows that the heterogeneous death hazard model improves on the baseline fit

by around four percent. The fits of both models include the contribution of the additional

moment, the regression coefficient presented in Table 11. It is not surprising that the hetero-

geneous death hazard model fits somewhat better, since not only does it include an additional

degree of freedom, but the baseline model will generate an exact zero for the newly included

moment at any parameter vector. The bottom row of Table 10 reports that the baseline

model fit is somewhat better than the heterogeneous death hazard model fit on the original

moments.

The estimated parameters across the two models are similar. The death hazards, which

we allow to vary across seller types, do not differ much. High-type sellers have a match death

hazard only 0.04 less than that of low-type sellers. Since the estimated parameters are similar
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Table 10: Comparison of Heterogeneous Death Hazard Model with Baseline*

baseline hetero match death hazard
estimate

(std. error)

estimate

(std. error)

k0
0.009

(0.003)

0.008
(0.003)

γB
0.320

(0.041)

0.311
(0.051)

γS
0.230

(0.046)

0.177
(0.068)

ω
0.030

(0.002)

0.031
(0.001)

∆
0.454

(0.006)

0.457
(0.006)

MS 4.203
(0.728)

4.496
(1.012)

η
2.432

(0.728)

2.435
(0.177)

σ2
lnµ

7.428
(2.508)

7.121
(3.178)

δ1
−
(-)

0.563
(0.010)

δ2
−
(-)

0.523
(-)

Objective Function 11,346.79 10,867.17
Baseline moments only 10,461.73 10,672.62

*GMM estimates of Λ̂ based on equation (7). Moments targeted are the same as in Table 2, with the addition
of the coefficient from regressing a match-death dummy on the supplier’s number of matches. The objective
function value for the baseline is computed including the extra moment, which adds 885.06 to the objective
reported in Table 2.

Table 11: Model vs Data-based Moments*

data model-based estimates
Average match death probability 0.774 0.774

Buyer count coefficient (β̂NB) −0.0119 −0.0087

*Data vs. estimated model values of the average annual match-death probability and the coefficient on the
supplier’s buyer count in equation A-36.
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and we do not focus on changes in match exit rates in our policy counterfactuals, we choose

to use a common death hazard in our baseline model.
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